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5 – Anthropogenic climate change

1. Introduction

2. The climate system

3. Internal variability

4. Forcing and feedbacks

5. Anthropogenic climate change
5.1 A brief history of anthropogenic climate change
5.2 Projections
5.3 Clouds and aerosols
5.4 Attribution
5.5 The importance of the 2◦C warming goal
5.6 “Skepticism” and how to respond to it
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5.1 – A brief history of anthropogenic climate change

I 1860 Tyndall discovery of infrared absorption by optically transparent gases→ greenhouse effect
I 1896 Arrhenius calculation of CO2 -driven increase of greenhouse effect
I 1959 beginning of Keeling Mauna Loa CO2 measurements
I Scientific consensus forms: 1965 Revelle report (solution: geoengineering), 1979 Charney report, 1988–today IPCC

I Late 1980’s: early denialism develops, on ideological grounds
I 1992 UN Framework convention on climate change
I 1998 Kyoto protocol, tension between countries whose emissions are mostly in the past and countries whose

emissions are mostly in the future; intense funding of denialism by the industries with financial interests (oil, coal)
I 2004 Oreskes paper on scientific consensus, 2007 Nobel Prize, societal consensus forms
I 2009 failure to achieve binding targets in the Copenhagen climate accord, but consensus around 2 degree goal
I 2015 first signs of agreement between heavy emitters of the present (US, Canada, Russia, Europe) and heavy

emitters of the future (China, India) — but are they consistent with the degree goal?
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I 2004 Oreskes paper on scientific consensus, 2007 Nobel Prize, societal consensus forms
I 2009 failure to achieve binding targets in the Copenhagen climate accord, but consensus around 2 degree goal
I 2015 first signs of agreement between heavy emitters of the present (US, Canada, Russia, Europe) and heavy

emitters of the future (China, India) — but are they consistent with the 1.5 degree goal?



Some aspects of the instrumental record
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5.2 – Projections

Projections are based on models – of emissions or
concentrations of anthropogenic forcing agents (aerosols
and greenhouse gases), possibly land use change, etc.

Figures: IPCC AR5 unless noted



Robust projections

Robust projections are projections
where models are in agreement and
the underlying physical mechanisms
are well understood. The main ones
are

I increase in global-mean
surface temperature

I arctic amplification
I precipitation pattern changes

Examples where models disagree:
regional climate, magnitude of the
warming. Clouds and aerosols are
the biggest source of uncertainty, so
they will get their own lecture.



Vertical–meridional structure of the warming

Moist adiabats become less steep with increasing temperature, recalling (2.70):

Γs = −
∂T
∂z
≈

g
cpd + Llv(dqs/dT)

= f (T) 6= const,
dqs

dT
∼ exp(cT) (5.1)

Γs is always smaller than the dry adiabatic lapse rate and decreases with increasing temperature.



Moisture scales with Clausius–Clapeyron equation

d ln es

dT
=

L
RvT2

≈ 7% K−1 (5.2)

Evidence that relative humidity is relatively constant in a warming climate – processes that control relative humidity are not
sensitive to climate change – so that d ln q/dT also approximately follows CC (7% K−1)



Balance between vertical motion, radiative cooling and convective heating

Updrafts: latent heating Q ≈ 10 K day−1, high ω

Subsidence: radiative cooling Q ≈ −1 K day−1, low ω

Steady-state (∂/∂t = 0), neglecting horizontal advection:

ω
T
θ

∂θ

∂p
=

Qrad

cp
(5.3)

where

σ =
T
θ

∂θ

∂p
(5.4)

is called the stability parameter

Figure: Hartmann and Larson (2002)



Response of the tropical circulation to warming

I Even in a warmer climate, the tropical atmosphere conserves
θe:

θe = θ exp

(
Llvqs

cpdT

)
(5.5)

I In the upper troposphere, where qs ≈ 0, θe ≈ θ
I In the boundary layer, where qs ∼ CC, ∆θe/∆θ > 1 with

global warming
I Therefore ∆θ(200 hPa) > ∆TS = ∆θ(1000 hPa) and:

I Average ∂θ/∂p over the atmospheric column increases with Lqs
I Qrad does not increase as fast (Knutson and Manabe, 1995) –

greater LW absorption in more opaque atmosphere
I Therefore

ω =
Q
cp

(
T
θ

∂θ

∂p

)−1

must decrease, resulting in a slowing circulation

Figure: Vecchi and Soden (2007)



Implications for precipitation

global-mean temperature change over the next half-century or so.
For example, in all but one of the 19 coupled atmosphere–ocean 
general circulation models (AOGCMs) in CMIP-2 (the second 
Coupled Model Intercomparison Project24,25), an annual 1% com-
pound increase in CO2 concentrations (a linear increase in radiativeforcing) results in a near-linear global-mean temperature response
up to and beyond the time of CO2 doubling after a few years’ initialadjustment (ref. 26; and see Fig. 9.3a of ref. 4). Likewise, global-mean
precipitation increases roughly linearly in these experiments 
(Fig. 9.3b of ref. 4), albeit with rather stronger unforced and effective-
ly random variations from year to year.

The net radiative forcing in the CMIP-2 experiments is at the high
end of projected anthropogenic changes over the coming decades.
Hence current AOGCMs suggest that a strongly nonlinear global-
mean temperature response to greenhouse forcing is unlikely over
the next few decades at least. In that case, the constraint of global
energy conservation means that estimates of past radiative forcing,
recent observed near-surface temperature change and the accumula-
tion of heat in the global oceans27,28 place objective, albeit still 
rather weak, constraints on the overall strength of atmospheric 
feedbacks16,17,19,20. These in turn provide the basis for an objective
probabilistic forecast of the temperature response to a given 
emissions scenario18,29,30 of the type we would like, ultimately, to 
provide for the hydrologic cycle.

The curve in Fig. 1 shows an estimate of the probability distribu-
tion of global-mean warming at the time of CO2 doubling under ascenario of CO2 concentration increasing by 1% annually (the 
‘transient climate response’, or TCR), which is consistent with recent
observations of large-scale surface, atmospheric and oceanic 
temperature change19,31. Note that this empirical distribution is, if
anything, likely to underestimate the range of uncertainty in TCR, as
the analysis on which it was based assumed a negligible impact of 
natural forcing on temperature changes in the twentieth century17.

The crosses in Fig. 1 show the TCR of the 19 AOGCMs in the
CMIP-2 multi-model comparison. If the CMIP-2 models were a 

random sample of possible climate-system behaviour consistent
with these observations, then we should expect to find approximately
equal numbers of models in each decile (vertical band) of the empiri-
cal TCR distribution and a more-or-less flat histogram in the inset
panel. Instead, the models are concentrated near the centre of the 
distribution. Only one model displays a TCR in the uppermost two
deciles of the distribution, and this turns out to be fortuitous. 
Warming accelerates in this particular model32 owing to some form of
nonlinearity in the response. The empirical distribution (which
assumes that both climate sensitivity and the nature of the ocean
response are constant over these timescales) would immediately
become much broader if it were to allow for such nonlinearity, pushing
even this high-response model down into a relatively low percentile.

If current models underestimate the range of global-mean 
temperature responses consistent with recent observations, the prob-
lem can be expected to be worse for variables such as precipitation,
which are not so well constrained by the available data. Hence any
assessment of the risk of precipitation change exceeding a given
threshold by a given date based solely on the spread of responses of
currently available climate models10 will be underestimated, perhaps
by a substantial margin.

Of course, the fact that current climate models do not span the
range of responses consistent with recent warming is no indictment
of the models: they were not designed to do so. The IPCC TAR was
careful not to interpret the spread of the models as a direct measure of
uncertainty in climate forecasts, for precisely this reason. Far from
being designed to provide random samples of possible representa-
tions of the climate system, AOGCMs are generally designed as ‘best
guess’ representations of the system based on a limited set of observa-
tions. Hence some clustering of model results towards the centre of
the range of physically plausible behaviour should be expected.
Because we cannot quantify the extent of this clustering bias a priori,
we cannot predict the likelihood of the response in the real world
lying above or below the range of model simulations with modelling
alone. The only objective probabilistic forecast is provided by the

insight review articles
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Figure 1 The range of transient climate response (TCR) consistent with recent
observed temperature trends, compared to TCRs of some current AOGCMs. The curve
shows the warming at the time of CO2 doubling after an increase in CO2 concentration
of 1% per year (TCR), estimated from comparing an intermediate-complexity model
with observations of recent large-scale temperature change, allowing for uncertainty
due to internal variability as simulated by an AOGCM (refs 19, 31, with supplementary
data supplied by M. D. Webster). The curve has been smoothed for clarity and the
vertical bands show equal-area deciles of the distribution. The crosses are the TCRs of
the AOGCMs in the CMIP-2 ensemble4,25. Superimposed red diamonds show models
used in the TAR summary range of ‘1.4–5.8 C warming from 1990 to 2100’. The
inset histogram shows how many of the CMIP-2 models fall into each decile of the
observationally constrained distribution.
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Figure 2 Global-mean temperature and precipitation changes in AOGCM simulations
(scatter plots), and probability distributions obtained by requiring consistency with
recent observations (curves). Red triangles show global-mean temperature and
precipitation changes in a wide range of equilibrium CO2-doubling experiments with
simple thermodynamic (‘slab’) oceans4,45, with the red line showing the best-fit (least
squares) linear relationship. Green diamonds show the same, at the time of CO2
doubling, for those CMIP-2 models for which the data are available25. Blue crosses are
the green diamonds adjusted for disequilibrium in the CMIP-2 runs by adding Fs/kT
to T (equation (2)), with a single value of ( 1) estimated from the data to remove
the bias with the best-fit line through the ‘slab’ experiments. All these points would lie
on the dashed line labelled C–C if precipitation were to follow the Clausius–Clapeyron
relation44. The green dashed curve is the observationally constrained estimate of the
distribution of global-mean temperature change at the time of CO2 doubling from 
Fig. 1. The blue curve is the same, but adjusted for disequilibrium like the blue
crosses. The red curve shows the distribution of global-mean precipitation changes
implied by the blue curve, assuming the same straight-line relationship observed in
the ‘slab’ experiments, with the same amount of scatter (assumed Gaussian).

Think of the vertical circulation as air parcels leaving the boundary layer with high q, condensing and precipitating most
of the BL q as they rise, and then returning to the surface with the low upper-tropospheric q′ � q; so the precipitation is
approximately P = Mq, where M is the vertical mass flux.
Since q scales approximately with CC in a warming climate (7% K−1), but M decreases, the increase in precipitation is
less than CC. (It turns out to be 2% K−1)

Figures: Held and Soden (2006), Allen and Ingram (2002)



Response of precipitation to GHG forcing — atmospheric energy budget
The precipitation response is evidently not constrained by water vapor availability (which increases according to CC). As
we can see from the following argument, it is instead constrained by the atmospheric energy budget.
Recall that the atmosphere loses energy to radiative cooling at a rate

Ra = FTOA − Fs + RTOA − Rs ≈ −100 W m−2 (5.6)

which is balanced by sensible and latent heat fluxes from the surface. Recall also that latent heat dominates.
When the atmospheric energy fluxes are perturbed, equilibrium is restored on fast timescales due to the small heat
capacity of the atmosphere. Thus, if we perturb the atmosphere by doubling the CO2 concentration, it will quickly
reequilibrate according to the equation

∆Ra = −(∆LH + ∆SH) ≈ −∆LH = −L∆P (5.7)

If we decompose the radiative perturbation into an ERF ∆Rc (forcing plus rapid adjustments) and a feedback ∆RT (slow
processes mediated by surface temperature increase), we can write the following equation for precipitation change:

L∆P = −∆Rc −∆RT

= −∆Rc + kT ∆TS (5.8)

≈ −3 W m−2 + 2 W m−2 K−1∆TS (5.9)

∆P
P
≈ −3% + 2% K−1∆TS (normalizing by LP ≈ 100 W m−2) (5.10)

Allen and Ingram (2002); Andrews et al. (2009) (figure)



Geographic distribution of the precipitation response
I P − E, the difference between precipitation and

evaporation, balances the convergence of atmospheric
moisture transport:

P − E = ∇ ·~F, ~F = q~v (5.11)

(this is the analog to convergence of atmospheric
energy transport balancing the atmospheric energy
budget). Consider F, the zonal-mean meridional
component of ~F.

I In a warming climate, meridional moisture transport
changes because q increases (CC) and because the
meridional circulation changes; CC dominates, so that

∆F
F
≈

∆q
q

= 0.07 K−1∆T (5.12)

I Therefore

∆(P − E) = ∇ ·∆F

≈ 0.07 K−1∆T ∇ · F

≈ 0.07 K−1(P − E)∆T (5.13)

Figure: Hartmann (1994)



Wet get wetter, dry get drier

I From (5.13), the change in the precipitation pattern
under global warming is proportional to the
precipitation pattern itself

I As a result, this pattern is called “wet get wetter, dry get
drier”

Figure: Held and Soden (2006)


