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The problem set will be discussed in the seminar on Monday 18.11.2024, 9:15.

10. Volume of version space with spherical constraints 5+3 Points

(a) Show that the surface area of the sphere, occupied by vectors J with the normalization
constraint J2 = N , is for large N to leading order given by

Ω =

∫
dNJ δ(J2 −N) ∼ exp

(
N

2
[1 + ln(2π)]

)
.

Hint: Start by computing AN (r), the area of a sphere in N dimensions with radius r, using
an N dimensional Gaussian integral, and then do an approximation for large N .

(b) Evaluate the volume of the version space defined by all vectors J that have an angle πε
with a given direction defined by the vector T , i.e. show that the following integral is for
large N to leading order given by

Ω0(ε) =

∫
dJ δ(J2 −N) δ

(
JT

N
− cos(πε)

)
∼ exp

(
N

2

[
1 + ln(2π) + ln sin2(πε)

])
.

Hint: The surface area of a spherical cap up to an angle ϕ can be calculated as Acap
N (r) =∫ ϕ

0 AN−1(r sin θ)rdθ.

11. Gaussian joint probability density function 4+4 Points

Consider the auxiliary variables

λµ =
1√
N

Jξµ , uµ =
1√
N

Tξµ,

where J and T are the student and teacher vectors, while ξµ ∈ RN are the example vectors
with components ξµi drawn from the distribution

P (ξ) =
N∏
j

[
1

2
δ(ξj + 1) +

1

2
δ(ξj − 1)

]
.
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(a) Show that the joint probability density P (λ, u) is indeed a Gaussian probability density .
Start from

P (λ, u) =

〈〈
δ

(
λ− 1√

N
Jξ

)
δ

(
u− 1√

N
Tξ

)〉〉
ξ

The average in P (λ, u) is with respect to a randomly chosen example ξ.
Hint : you may use the Hubbard-Stratonovich transformation∫

Dt ebt = eb
2/2

where Dt :=
dt√
2π

exp(−t2/2)

(b) Show that the distribution P (λ, u) has the moments

⟨⟨λ⟩⟩ = ⟨⟨u⟩⟩ = 0

⟨⟨λ2⟩⟩ = ⟨⟨u2⟩⟩ = 1

⟨⟨λu⟩⟩ = JT

N
= R.
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