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The problem set will be discussed in the seminar on Monday 06.01.2024, 9:15.

19. On-line learning of the perceptron rule 9+3 Points

In this problem set, we aim to derive the dynamical equations of the order parameters p and Q
of the perceptron rule,
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with F' here denoting the learning amplitude function of the perceptron algorithm given by
F =n6(—tu) sgn(u).

The averages in eqs.(1) and (2) are over the correlated gaussian random variables u and t/1/Q
with zero mean and the second moments
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(a) Show that
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(b) Use the results obtained in (a) to derive the order parameters equations
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