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Chapter 1

Introduction

1. Overview

The present monograph sets out to achieve a fairly modest ¢omies to

solve in a systematic way a problem which arises in a striotlgl, derivational
(phase-based) approach to syntax in cases where it lookeagtinformation
must be available in a certain domain that should not beahailat this point,

* Research for this monograph was supported by a DFG granhéoprioject “Local Modelling
of Non-Local Dependencies in Syntax” (MU 1444/8-1, Fabisetk& Gereon Miller, principal
investigators). For comments, discussion, and other kiridgelp with the present work, | am
grateful to Klaus Abels, David Adger, Anke Assmann, JosefeBaRajesh Bhatt, Petr Biskup,
Aaron Doliana, Robert Frank, Doreen Georgi, Gunther Grelwehn Jeremy Hartmann, Fabian
Heck, Kyle Johnson, Stefan Keine, Tibor Kiss, Timo Klein,ndazan de Koot, Antje Lahne, Ste-
fan Muller, Andreas Pankau, Tom Roeper, Martin SalzmanrldbiaSigurdsson, Peggy Speas,
Yuji Takano, Jochen Trommer, Philipp Weisser, Edwin Wil and Joanna Zaleska, as well as
to audiences at Universitat Konstanz (Workshop on StraeBurilding, April 2012), at Universitat
Leipzig (April 2012; October 2013; April 2014), at Univeié Stuttgart (July 2012), at Univer-
sitat Frankfurt/Main (Workshop on Remnant Movement, JubE32, at FU Berlin (Workshop on
Progress in Linguistics, August 2013), and at the UniversftMassachusetts, Amherst (March
2014). An earlier, shorter version of chapter 2 appearddrigua(2014); a much shorter version
of the material in chapter 3 will appear in the proceedingshef Frankfurt/Main Workshop on
Remnant Movement; and an abridged version of chapter 4 $owysolely on German appeared
in a special volume oLinguistische Bericht¢2014). | would also like to thank the anonymous
reviewers of these articles. This monograph was completéd essentials while | was a visiting
scholar (“syntax guru”) at the University of Massachusetsiherst, in March/April, 2014, and

| am grateful to the UMass linguistics department (and to $vegohnson, Bhatt, and Cratoni in
particular) for providing an excellent, inspiring workiegvironment.
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due to strict locality. More specifically, | will look at insbces of movementin
syntax where in order to determine whether displacemersdsiple at a given
stage of the derivation, information must be taken into aatthat shows up
at an earlier stage and should not be accessible anymor#.arguie that this
problem arises with three types of movement (improper marmnremnant
movement, and resumptive movement) in German and otheu#aasg: and

I would like to suggest a unified solution that relies on théarof a buffer
associated with the moved item on which contextual inforomaof earlier,
more deeply embedded and, by now, inacessible domainsmtanily stored.
The information on a buffer of a moved item is minimal throagh It merely
consists of a list of symbols that changes throughout thivaten, and that
never grows too big because symbols are not only added taiffex flsymbols
are also constantly deleted from the buffer as the deringtioceeds.

The background of the present study is provided by phasedbamimalist
syntax (see Chomsky (2001; 2008)), a local-derivationai@gch to grammar:
Syntactic structures are generated bottom-up, by aliegatperations like
Merge, Move (or internal and external Merge), and Agree, thedaccessible
window of a derivation is quite small throughout — it is stardly assumed
to be confined to the structure included in either the cunpbiase or the edge
(specifier) domain (plus the head) of the previous phrase,tduhe Phase
Impenetrability Condition (PIC); see Chomsky (2001).

(1) Phase Impenetrability Conditiofi*IC; Chomsky (2000; 2001)):
The domain of a head X of a phase XP is not accessible to opesati
outside XP; only X and its edge are accessible to such opesati

There are two ways to conceive of the PIC. One is to view it mphi a local-
ity constraint on a par with the Subjacency Condition (seer@$ky (1977)),
the Condition on Extraction Domain (CED, see Huang (198@))Riems-
dijk’s (1978) Head Constraint (alternatively, Koster'®9{B) Bounding Con-
dition), which the PIC superficially resembles most (seel&lfg012a)). In
that case, one might expect that its effects can sometimesdyeidden (see,

1 Throughout this monograph, “resumptive movement” doegefer to movement of a resump-
tive pronoun; rather, it stands for movement that is resiumji the sense that it leaves a pronoun
behind.
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e.g., Kayne’s (1982) Connectedness approach, or Riclsaft&98) Principle
of Minimal Compliance); that it might not hold for all syntacitems in the

same way (see, e.g., argument/adjunct asymmetries aedéan\vLasnik &

Saito (1984) and Chomsky (1986), or the role of D-linking eferentiality

(Pesetsky (1987), Cinque (1990)); or that it might be sulifecross-linguistic
variation (as argued by Rizzi (1982) for the Subjacency @ang, and more
deeply embedded material may become selectively availdde all. The

other possibility is to consider it a general restrictiontbe working of gram-
mar that leaves no room for exceptions, parametrizatian,tis has always
been Chomsky'’s view, and it underlies his hypothesis thatRIC is essen-
tially functionally motivated, as a third factor principieat contributes to effi-
cient computation. On this view, once a phase is compleltedntaterial that
is c-commanded by the phase head is “spelled out” (i.e., flmmgood), and
thereby becomes inaccessible for any further syntacticatipes for very deep
reasons. It is this latter view that | adopt throughout thanwgraph.

As a consequence, all long-distance dependencies — l.de#ndencies
spanning more than one {Xomain of a) phase — must be modelled locally.
Thus, unbounded wh-movement must be assumed to be compbsesis
ries of smaller movement steps to intermediate phase edgds;omparable
local analyses postulating a decomposition of seemingfylnoal syntactic
operations into sequences of smaller steps must been givethier non-local
phenomena, like long-distance reflexivization, non-laeale assignment, and
long-distance agreement. It seems fair to conclude thaetkimds of analyses
have generally been quite successful, in the sense thatesimlpgant, and,
most importantly, empirically well-supported analyseséhbeen given for a
variety of non-local phenomena in the literature (see Addri et al. (2012)
for a recent overview.

2 A question that arises in this context is what consequerteephase-based approach has for
compositional semantic interpretation. Various posiigdl arise. First, it could be that the PIC,
while strictly blocking syntactic access, still permitsrantic access to spelled-out domains. This
would seem to be the most conservative assumption. Secendngic interpretation may also
have to apply cyclically, in parallel with the syntactic dation; see Kobele (2006; 2012). Third,
semantic interpretation may apply completely seperatétirout recourse to the syntactic deriva-
tion (see Unger (2010) for the general viability of such aprapch). In what follows, | will
abstract away from this issue: There may well lurk seriowbiems for semantic interpretation
here, but these are orthogonal to the genuirssiytacticproblems raised by a phase-based ap-
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However, there is a class of problems for a phase-based agp(more
generally, any local—derivational syntactic approachicinas not received a
general, unified account so far, but which must eventuallydbeed if such an
approach is to prove viable in the long term. These problemsiafined by
syntactic configurations where it looks as though infororatf some syntactic
domain A must be used in the current syntactic domain B evaungth A is not
accessible at this point. There are in fact two subclass#sokind of prob-
lem: First, the case may arise where it seems that informétion a syntactic
domain A must be used in a syntactic domain B even thoughmatisccessible
yetbecause the material of A has not yet entered the derivdtie¢an be re-
ferred to as dook-aheadroblem. Second, it may be the case that information
from domain A must be used in domain B even though Adsaccessible any-
morebecause it is too deeply embedded (i.e., part of the c-comdrdamain
of a lower phase head which has undergone spell-out); Bingt@lgorithm
terminology a bit, this can be referred to alsacktrackingoroblem. The look-
ahead and backtracking problems are schematically dejpic{@-a) and (2-b),
respectively, with B as the currently accessible syntatgimain.

(2) a. Look-Ahead
xp[x X vpe [y Yoo [zpec [z Zecfwefwe W]
— —
A B
b. Backtracking
[XP---[X’ X...[Yp...[Y/ Y .‘.{741%‘.{74/ 7 m[\\'l’w[\\" \\HHHH
N—_———
B A

In what follows, | will be exclusively concerned with the sldss of problems
falling underbacktracking® A precondition for any attempt to make informa-
tion from an earlier, more deeply embedded domain A avalabthe current
domain B in a local approach to syntax is that there is an diperthat trans-

proach which | will be concerned with in the following chargteand which | now turn to in the
main text.

3 See Heck & Miiller (2000b) and Miiller (2011) for two versiorfsam approach to the first
problem —viz., look-ahead — as it arises with a local refdation of Chomsky’s (2001) statement
that edge features triggering intermediate movement stapbe added to a phase heaty if this
has an effect on outp(ivhich is clearly an instance of look-ahead).
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ports the information in a successive-cyclic way acrosditraains. At least
for the purposes of the present investigation, | will follbdernstein (2001;
2009) in assuming that the only such operation is syntaotieement As-
suming this, one might think that this is basically all thex¢o say about the
modelling of backtracking configurations as in (2-b) in adlederivational ap-
proach: Some itenax has moved from A to B, and this is why information
from A becomes accessible in B. Some of the that will have to undergo
movement might be somewhat more abstract, and thus reqreéutempiri-
cal motivation (see, e.g., Hornstein (2001), Boeckx, H@ins& Nunes (2010)
on control, or Fischer (2006) on reflexivization), but ashstie locality prob-
lem would be solved by simple movement.

However, postulating movement alone will not suffice for theee con-
struction types that | will consider in the present monographich have all
proven recalcitrant from a local-derivational point ofwieimproper move-
ment, remnant movement, and resumptive movement. Themrégasbat, al-
though one can make a case that they all involve movementnoé sema
(which is fairly uncontroversial in the first case, well-rivated in the second
case, and, as | will argue, unavoidable in a local approadherthird case)
from an embedded domain A to the current domain B, the A-ifdion that
is needed in B is not in and of itself located arfeither inherently, as a lexical
property, or as a consequence of Agree, via standard assunsptbout fea-
ture valuation), but rather comes from tigntactic contexof « in A. Thus,
what must be accessed in B (in order to determine whether meweof «

4 This excludesyclic Agreeanalyses as an option. Cyclic Agree has been suggestedsfanaes

of long-distance agreement. On this view, what looks likegldlistance agreement across a phase
is actually to be decomposed into a series of shorter agrgesteps, such that first, the embedded
verb agrees with the embedded long-distance agreemggéetriand eventually the matrix verb
agrees with the embedded verb (see Butt (1995; 2008), L&z6), Keine (2008), Lahne (2012),
and Preminger (2009)). A fundamental conceptual questied by these analyses is that one
and the same feature needs to act as a probe and a goal; tiigpties invariably has implausible
ramifications for the concept of Agree. The obvious alteveato cyclic Agree is movement.
See Polinsky & Potsdam (2001), Polinsky (2003), and Chafgfia5; 2007) for movement-based
approaches to long-distance agreement in which the agreemmetroller (i.e., the DP) moves to a
position accessible by the matrix verb, thereby feedingagent; and Borjesson & Miiller (2014)
for a movement-based approach to long-distance agreemevhich the agreement target (i.e.,
the matrix verb) is base-generated in the embedded clatisgjrty about agreement there, and
moves, by reprojection, to the matrix clause only laterehg counter-bleeding agreement.
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is legitimate) is not, say, a case feature af-geature or a movement-related
feature (such as [wh]) of some DB but rather contextual information of the
following type®

(3) Contextual information that may be needed on a moved item

e information that specifies what kinds of phase edgéss passed
on its way from Ato B

e information that specifies whether some item has moved out of
in A, and whether this latter item has already reached iteréai
position in A

e information that specifies whether a copy has been madeanfd
whethera has encountered a barrier on its way from Ato B

I will argue in chapter 2 that the first kind of information fnoan earlier, em-
bedded domain A in (3) must be accessible in a higher domamdder to

determine whether movement counts as improper or not; tlijsnter alia, ac-

count for the difference between legitimate clause-bowenarsbling to Specv
and illegitimate long-distance scrambling to Specv in Gamnef. (4-ab).

(4) a. dasslasBuch; keiner t; liest
that the book,.. no-oneg,,,,, reads

b. *dassKarl dasBuch; glaubt[cp dasskeiner  t; liest]

that Karl,,,,, the book,.. thinks  that no-one,,,,, reads

In chapter 3, | turn to remnant movement configurations (ngamerally,a-
over{3 configurations, where both and 8 undergo movement), and | show
that the second type of information from an earlier domaimA3) must be
available in the current domain B in order to distinguishnzsn well-formed
cases of remnant movementas in (5-a) and ill-formed cadebiting freezing
effects as in (5-b).

(5) a. [vp, t1 Gelesen hat dasBuch, keiner t,
read hasthe book no-one

5 That said, in local-derivational approaches where caserisaorg-features radically disappear
on an item after checking or valuation (rather than, sayoimeg inactive), such information will

not be present on a moved item either; see Stabler (1996),1R6@ele (2006), Graf (2013), Deal
(2014), among others.
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b. *Was denkstdu [yp, t; gelesen hatkeiner ty ?
what think you read hasno-one

Finally, in chapter 4 | address a resumption strategy irtivel@lauses in Ger-
man, and | argue that the properties of constructions ofghe in (6) (with the
resumptive pronoun set in italics) can be accounted for atal-derivational
approach if (a) resumption involves movement (essentisbause there is no
other way to transport information from an embedded domato B higher
domain A), and (b) the third type of information mentioned3hfrom a lower
domain A is available in the current domain B.

(6) einBuch[cpOp; [cwO] [rpicheinenMann getroffenhabelcp
a book where | a man,.. met have

der es geleserhat]]]
whoit read has

I would like to suggest that information of the type in (3) Iaged on a buffer.
Since movement is a precondition for transporting infoiorafrom one do-
main to another, the buffer that temporarily stores (andpamy cases, subse-
quently gets rid of) earlier contextual information shopldusibly be related
to movement. | would like to propose that the locus of thigage is the
movement-related feature of the moved item (e.g., [wh] forphrases, [top]
for moved topics, [rel] for relative operators); more peady, the value of such
a feature. Thus, syntactic buffers are queue (-like) Ilsa$ tonstantly change
throughout the derivation but — and this is the single mogtartant assump-
tion underlying the present approach — must qualify asitegte (essentially:
respect the functional sequence of heads, f-seq) in @ifeositions. The con-
straint demanding this (which | will calVilliams Cycle for reasons that will
become clear in chapter 2) will be decisive in all three kiofisonstructions;
i.e., aunifiedlocal—derivational analysis of these three recalcitrdgtrmmena
is possible.

As a general background to the following investigation, I @ssume an
approach to movement as it is developed in Miiller (2F1This approach is

6 This is mainly to have a frame of reference; | firmly believattmost of what follows in chapters
2-4, and in particular the decisive concept of a syntactifebucan be upheld in other local—-
derivational, phase-based approaches.
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characterized by four assumptions. First, all phrasestaegs, not just vP and
CP (plus possibly DP). On the one hand, | take it to be conedlgtattractive if
local domains are as small as possible, given the motivédigrhases in terms
of computational efficiency. On the other hand, as argueeregth in Muller
(2011), empirical evidence from the distribution of islagffects can also be
shown to support such a step. Nevertheless, one shouldtm@ard that reduc-
ing locality domains even further than originally envisdgmder Chomsky’s
concept of phases, from CP/vP to all XPs, will perhaps amittié problems
raised for a local-derivational by improper movement, ramimovement, and
resumption, but it will not signficantly change them. (Fastance, if informa-
tion from within V' is not accessible in a higher clause, information from waithi
the next higher vgenerally will also not be accessible.)

Second, | assume that all syntactic operations are drivetlebignated fea-
tures: There are structure-building features (renderdéfad) that trigger in-
ternal and external Merge, and there are probe featureddred as:{Fx]) that
trigger Agree.

Third, intermediate movement steps to phase edges arelidrabgut by
edge features (rendered aXp]). Edge features are neither inherent properties
of phase heads (as suggested in Chomsky (2008)), nor arédltheured”, i.e.,
versions of the structure-building features in criteriaspions (as proposed by
McCloskey (2002), Abels (2012b), Georgi (2014), and De8ll@). Rather,
they are category-neutral and movement type-neutraluafhgese structure-
building features that can be generated on phase headsagertin conditions
(to which I will turn in chapter 2; also see footnote 3).

Finally, I would like to contend that a strictly local-deaivonal approach
forces the conclusion that there are no traces (no copiesre#ind also no oc-
currences in a multidominance approach), at least not &stsighat syntactic
constraints (like the Subjacency Condition or the EmptyeGaty Principle,
see Chomsky (1977; 1981), Lasnik & Saito (1984; 1992)) coeldr to. At-
tributing such a role to traces (copies, occurrences) iabhr presupposes a
non-local approach: In a non-local approach, a constraintraces (copies,
occurrences) may lead to different results than postigdtie respective con-
straint on the movement operation as such (because chamgédsave affected
the context of the position from which movement takes plaedact, this is
how traces are motivated in work like Fiengo (1977) (basedheninterac-
tion of movement with the Proper Binding Condition), Frei@l978) (based
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on the interaction of movement with the Wh-Island Condi}j@and Lasnik &

Saito (1984) (based on the interaction of movement with timpty Category
Principle (ECP))); in a local approach adopting (somettikey the PIC, such
contextual differences cannot arise. This leaves, as fegsasible remaining
motivation for postulating traces (copies, occurrengasiciples of semantic
interpretation (on which see footnote 2 abote).

Given these assumptions, and anticipating some of the meggoin the
following chapters, some possible buffers as they arisgritestic derivations
look as in (7). In (7-a), DP is a wh-phrase for which movemégps through
VP and vP phase edges in the present clause, and through T€PapHase
edges of an embedded clause, have been recorded on its {ibffez may
have been earlier movement steps, but these are not regisiarthe buffer
anymore). In contrast, in (7-b), DP is a wh-phrase for whigvement steps
trough VP, vP, TP and CP phase edges (in that order) are egtordits buffer
(again, there may have been earlier steps). (7-c) illetratVP undergoing
topicalization; the buffer indicates that it has moved tigio vP, TP and CP
phase edges, and that another item that bears the index lebasktracted
from it prior to its movementto Specv (so VP is a remnant aatgy Fourth, in
(7-d) there is a relative operator from which a copy (ultielgtthe resumptive
pronoun) that bears index 2 has been split off before movetoérP and vP
phase edges. Finally, (7-e) is a relative operator thatusidbpen merged, and
not yet subjected to any other kind of operation; it has antgrapffer. All
these buffers are tolerated as such in the derivation, builbbecome clear
below, only the one in (7-b) (plus, vacuously and therefordévantly, the one
in (7-e)) would qualify as a legitimate syntactic object ioréerial position in
which an inherent movement-inducing feature of a head (agdéwhe] on C)
is satisfied by the moved item.

(7)  Some buffers

. DP
* afweT]

b. DP
wh{ CTWV

7 All that said, traces will often be added in derivations aggresentations given in the following
chapters, but this is purely expository purposes.
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C. VP[top:]
& PPalweze)

In a sense, then, the concept of syntactic buffers intradlircthe present work
can be viewed as being the opposite of the concept.efs8-feature perco-
lation proposed in Gazdar (1981; 1982); Gazdar et al. (1985}the latter
approach, properties of the moved item are registered osytftactic context;
in the present approach, properties of the syntactic coatexegistered on the
moved item.

The material in this monograph is organized as follows. &k thmain-
der of the introduction, I illustrate, and roughly motivatecal—derivational
approaches to syntax, of which phase-based approachestedes, and dis-
tinguish them from alternatives. After that, chapter 2 isaded to improper
movement, chapter 3 addresses remnant movement, andichaptencerned
with resumptive movement.

2. Background
2.1. Two Dichotomies

Current theories of syntax can roughly be grouped into féasses accord-
ing to two dichotomies: An approach can terivational(such that syntactic
structures are generated by structure-building and streiehanipulating op-
erations) oreclarative(such that syntactic structures are viewed as potential
objects that have to comply with the grammatical constsaifita language);
and an approach can leal (such that all syntactic dependencies are confined
to local domains, e.g., subtrees, and syntactic constrhene access only to
these subtrees) mon-local(such that syntactic dependencies can span larger
portions of structure, potentially the whole sentence, syrdactic constraints
also have access to these large domains).

A cross-classification yields four models of grammar. Cuotrdecal—
derivational approaches include most prominently the Minimalist Progra
(Chomsky (2001; 2008)), where syntactic structures areigead bottom-up,
by alternating operations like Merge, Move, and Agree, aechiccessible win-
dow of a derivation is quite small throughout (it is standwssumed to be
confined to the minimal phase).
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Generalized Phrase Structure Grammar (GPSG) (Gazdar )188kdar
et al. (1985)) and Head-Driven Phrase Structure GrammaB@RPollard
& Sag (1994), Sag & Wasow (1999), Muller, St. (2007)) beloaghe class
of local-declarativeapproaches: Dependencies and constraints are evaluated
in small subtrees (essentially, mother-daughter relajicend syntactic struc-
tures are assumed to be licensed by constraint satisfacétirer than being
generated successively by syntactic operations.

Next, there ar@on-local—derivationamodels, like the classical Principles-
and-Parameters theory as developed in Chomsky (1981; E@gbThomsky
& Lasnik (1993), or the classical transformational appto@standard theory’)
developed in Chomsky (1965). In Principles-and-Paramdtexory, syntac-
tic structures are generated by generalized rules of thaespkstructure com-
ponent (X-bar theory) and operations like Moxear (even more generally)
Affect-a (Lasnik & Saito (1984; 1992)); by assumption, syntacticetefen-
cies can in principle span large domains (even though, egvement is, in
practice, required to stop in all intermediate clausedhftositions by local-
ity constraints), and constraints can in principle accleesntire structure of a
given, arbitrarily large syntactic object.

Finally, Lexical Functional Grammar (LFG) (Bresnan (200i) an ap-
proach that ision-local—declarativeSyntactic structures are licensed (rather
than generated), and dependencies and constraints thradtréeem have ac-
cess to the full structure (or, more precisely, structuggégn the central as-
sumption that sentences are simultaneously represensesgexial parallel lev-
els of representation). Similarly, optimality-theoresyntax is standardly taken
to be a non-local-declarative model (an instance of “haimparallelism”, in
Prince & Smolensky’s (2004) terms); see, e.g., Grimsha®{}land Legendre
et al. (1998), among many others).

Against this background, the question arises what potestigirical and
conceptual evidence for or against a particular model Idiks

2.2. Local vs. Non-Local Approaches

As for the difference between local and non-local approstbesyntax, em-
pirical arguments for the former are provided by the existeaf (morpho-
logical, syntactic or semantic) reflexes of seemingly nacal dependencies
like movement (see, e.g., Sag & Wasow (1999), Fox (2000),nBoet al.
(2001), McCloskey (2002), Asudeh (2004), Huybregts (2088smann et al.
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(2010), Lahne (2009), Georgi (2014), and references cited these works).
These reflexes of movement initially favour a local modelliof non-local
dependencies because they suggest a partitioning of thetse affected
by movement into subparts (either by assuming series ofl smadcessive-
cyclic movement steps, or by assumingaSH features that are percolated
locally), and the availability of the relevant informatigviz., that some do-
main has been affected by movement) for other operatiogs fasertion of
special morphological exponents, application of certgintactic processes,
semantic reconstruction, etc.) Reflexes of movement campteied in non-
local approaches to movement dependencies like the sthhé& accounts
(Bresnan (2001), Dalrymple (2001, ch. 14)), earlier act®uhat envisage
unbounded movement transformations (Chomsky (1965; 1%d&g9s (1967),
Bresnan (1976a;b)), grathrtbased approaches as they have been developed in
Principles-and-Parameters theory as an alternative tessive-cyclic move-
ment (Kayne (1982), Pesetsky (1985), Longobardi (198%) karster (1987)),
but only at a cost.

Further empirical arguments for a local approach to syntaxgiven in
Heck & Miiller (2000a; 2003) on the basis of syntactic repaiemtions. For
instance, it is argued in Heck & Miiller (2003) that multiplénamovement
in sluicing constructions in German, which otherwise onlgves one wh-

8 Dalrymple (2001, ch. 14) develops a non-local LFG approacmdvement that addresses this
issue. Here, non-local movement dependencies can be statieléntity relations between two
grammatical functions; what qualifies as a legitimate iymelation in a non-local dependency
is then encoded asregular expressionn the phrase-structure component. This analysis does
not break up a movement dependency into smaller parts (&sswitcessive-cyclic movement
steps or $ASH feature percolation), and, as such, it does not implyraoprd, or track-keeping
device of a non-local movement dependency in the syntactic stredthat shows up between
the displaced item and its base position. However, in viewhefexistence of (morphological)
reflexes of movement, Dalrymple (2001) proposes that a-kaeking device (a feature$p],

for ‘long-distance dependency’) can @ddedto phrase structures after all, so as to provide a point
of reference for a (morphological) reflex of movement. TlolsiBon may be viewed as satisfactory
from a purely technical point of view; but it seems clear titas inferior to local modellings of
the phenomenon: The sole purpose of ther] feature is to permit accounts of (morphological)
reflexes of movement; the feature does not play any role mybrg about, or restricting, movement
dependencies per se.

The same conclusions can be drawn for path-based approachbicCloskey (1988, 30) notes,
here the movement path is “not formally marked in any way”.
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phrase to the specifier of an interrogative C, is a repaitegiyathat is only
permitted as a last resort so as to satisfy recoverabifity8ea) (with multiple
wh-movement) vs. (8-b) (where only one wh-phase moves, ataidard in-
terrogative clauses, and non-realization of the seconghvhse as a result of
sluicing — conceived of as TP deletion — leads to a fatal reahility problem
under the relevant reading).

(8) a. Irgendjemantatirgend etwageerbt aberKarl weiss nicht
someone hassomething inheritedbut Karl knowsnot
mehr[cp wer, was [1p +t> geetbt hat]]
more  who what inheritedhas

b. *Irgend jemandatirgend etwageerbt aberKarl weiss nicht
someone hassomething inheritedbut Karl knowsnot

mehr[cpwer [1p i+ was geerbt hat]]
more  who whatinheritedhas

Crucially, multiple sluicing as a repair operation can oafply if the wh-
phrases are clause-mates: A wh-phrase in an embedded clusever un-
dergo successive-cyclic movement to a matrix clause thstistamother wh-
phase (see (9-a)), even though successive-cyclic wh-m@weisian option as
such in (simple) sluicing constructions (see (9-b)).

(9) a. *Irgend jemandhat behauptetiassMariairgend etwageerbt
someone hasclaimed that Mariasomething inherited
hat aberKarl weiss nichtmehr[cp, wer, was [1p - behauptet
hasbut Karl knowsnot more who what claimed
hat[cp, dasqtp Marat; geerbt hat]]]]
has that  Maria inheritedhas

b. Mariahat behauptetiasssie irgend etwageerbt hat aber
Mariahasclaimed that shesomething inheritedhasbut

Karl weiss nichtmehr[cp, was [1p Mariabehauptehat [cp, &
Karl knowsnot more what Mariaclaimed has

dasssie tr geerbt  hat]]]
that she inheritedhas

The unavailability of multiple sluicing with non-clausetnd wh-movement
in German shows that the decision whether a recoveralditityen repair op-

eration (i.e., multiple wh-movement) is possible or notroatrbe made on the
basis of information contained in the whole sentence, bustrbe made on
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the basis of local information that is accessible in the sgawhere the second
wh-phrase is externally merged: Thus, in (9-a), in the erdbddCR where
DP; is base-generated, the recoverability problem does natrjsd (because

it is the TP of CR that is subject to deletion), and given that look-ahead is no
an option, the derivation fails to carry out intermediateveroent steps with
DP, in the same way in which it fails to do so in regular multiple-gghestions
where the lower wh-phrase shows up in a separate clauset Gexb].

(10) a. Wer hatt; behauptefcp dassMaria  was,  geerbt
who,,.,, has claimed that Maria,,.,, what,.. inherited
hat]?
has

b. *Wer, was hatt; behauptefcp t), dassMaria to
who,,,,, what,.. has claimed that Maria,,om,
geerbt hat]?
inheritedhas

Finally, when CR is reached in (9-a) and the information is in fact presertt tha
would trigger multiple wh-movement (i.e., movement alsctlté embedded
wh-phrase), such movement is blocked by locality (e.g.Pt®.

In addition, conceptual arguments for a local modellingaf+ocal depen-
dencies have been advanced. These arguments typicalbr eeotind notions
like complexity (see Gazdar (1981) on preserving conteeaiess by avoid-
ing transformations as tools to model non-local dependsneind Chomsky
(2001; 2005; 2008) on introducing phases as a means of hgraout effi-
cient computation).

Another conceptual argument for a local (as opposed to doeai} mod-
elling of non-local dependencies that is perhaps moregsttfairwardly rele-
vant comes from learning theory (see Heck & Miiller (2010)):allocal ap-
proach, the set of possible grammars that the languagelaagrds to consider
is reduced (see, e.g., Chomsky (1972), Sternefeld (20068 .argument goes
as follows. Let T be a theory according to which every grammar of a natural
language obeys the constraint that a dependency may natroi@® than one
clause boundary. Next, letbe a theory according to which arbitrarily many
clause boundaries may be crossed by syntactic dependeliciee compares
T, and Ty, it turns out that, ceteris paribus, the set of possible gnams of T,
is a superset of the set of possible grammars;0fThe reason is thatsTalso
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(but, crucially, not exclusively) contains grammars thanhgrate only depen-
dencies which are more local in the sense that they cross stt@ne clause
boundary. This consideration may suggest that a local tgsinaf non-local
dependencies in syntax may push the development of theyttedher into
the direction of explanative adequaty.

2.3. Derivational vs. Declarative Approaches

Turning next to the second fundamental distinction, vizat tboetween deriva-
tional and declarative approaches to syntax, it can be nhttdentral argu-
ments for the former are typically based opacityphenomena, i.ecounter-
bleedingand counter-feedingChomsky (1951; 1975), Kiparsky (1973)). In
derivational termscounter-feedinglescribes rule interactions where a rule A
would feed another rule B (i.e., create the context for B tplgpbut does
not actually do so because it applies too late (B's chanceplydas already
passed): Thus, A counter-feeds®ounter-bleedingaptures rule interactions
where a rule A would bleed another rule B (i.e., destroy th&ext in which
B can apply) but, again, does not actually do so because lieapipo late
(B has already applied): A counter-bleeds B. From a denwatli perspective,
opacity is entirely unproblematic: Operations that indaoanter-feeding or
counter-bleeding apply late in the derivation (put anothay, operations that
are counter-fed and counter-bled apply early). Howevemfa declarative per-
spective that does without postulating sequences of dpasatounter-feeding
and counter-bleeding raise potential problems: Rule attégon in counter-
feeding and counter-bleeding environments is opaque kedacannot be de-
termined by simply looking at the respective output repméestéons why some
operation (or process) B has not applied even though iteexbof application
would seem to be presertqunter-feeding and why some operation B has
applied even though its context of application would notnsee be present
(counter-bleeding Thus, a declarative approach to syntax faces initial prob
lems of underapplication and overapplication in the aregpafjue interactions.
A classical instance of counter-feeding in syntax involweanna
contraction in English. This operation is possible in cohtontexts but im-
possible in exceptional case marking (ECM) contexts; seéealvs. (11-b).

9 In this context, also compare Lightfoot (1994) on the hypsth of ‘degree-0 learnability’ that
restricts parameter learning to matrix clauses, hencect Hependencies.
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(12) a. Who do you want to/wanna meet ?
b. Who do you want to/*wanna meet Mary ?

A derivational analysis is straightforward (Bresnan (19 P2illum (1979), Ar-
regi & Nevins (2012)): There are two relevant operationg, v{i) wanna
contraction (which contractsantandto, yieldingwanna under strict phono-
logical adjacency) and (ii) wh-movement to the specifier ofiaterroga-
tive C node. Suppose next thaannacontraction necessarily precedes wh-
movement® On this view, in (11-a)wantandto are adjacent to begin with;
S0 wannacontraction can apply without problems. In (11-b), howetke
ECM-subjectwhoinitially shows up betweewantandto. Wh-movement of
whowould result in a feeding okannacontraction, but it doesn’t because (by
assumption) this operation applies too late. Thus, (1h$tfantiatesounter-
feeding'!

A standard argument for counter-bleeding in syntax inIreconstruc-
tion for Principle A of the binding theory. The core obseioats that reflexive
pronouns can undergo movement, and they can occur in phiregasndergo
movement. After the movement operation, they should tleeefiot be able
to satisfy Principle A of the binding theory since they aré bbound by their
antecedents anymore; but they can evidently satisfy thistcaint in the rel-
evant examples. Relevant examples that show this are giv€lRia) (with
scrambling of the reflexive to a pre-subject position in Gamin (12-b) (with
topicalization of a reflexive in English), and (12-c) (withpicalization of an

10 Such an order would follow immediately if derivational orde governed by the Strict Cycle
Condition (see page 30 below for a formulation), and cycbendins are sufficiently small (as
suggested by McCawley (1984; 1998); also see footnote MpeWWannacontraction affects the
matrix VP, but wh-movement of the subject of the infinitivéeats the matrix CP, which is clearly
more inclusive.

11 Note that this reasoning presupposes that at least one dbltbwing statements holds: (i)
There is no structural subject in control infinitives. (iihdre is an empty subject in control in-
finitives (e.g., PRO, as in Chomsky (1981)), which does notklphonological adjacency. (iii)
If there is an overt subject in control infinitives, and thesdieleted by Equi NP deletion (or some
other rule), then this latter rule must apply early, so thaan feedwannacontraction. (iv) If
the movement theory of control (MTC) is adopted (Hornst@®0(l), Boeckx, Hornstein & Nunes
(2010)), control movement to the matfhosition must take place early, so that it can feethna
contraction.
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XP containing a reflexive in German).

(12) a. das$pp, sich]derFritz; gestern im  Spiegelgeseherat
that REFL the Fritz yesterdayn themirror seen has
b. [pp, Himself] John does not really like

c. [pp Bucheriiber sich, ] hater, keinegelesen
books aboutrRerFL hashe noneread

Principle A requires a reflexive pronoun to be bound withémitinimal clause,
the constraints triggering movement require the reflexavehiow up in a dis-
placed position outside the c-command domain of its binded the well-
formedness of the examples in (12) can then be taken to itediicat Principle
A can be checked, and satisfied, before subsequent moveroelat bleed this
operationt?

As a third case exhibiting opaque interaction in syntaxsgber the anal-
ysis of the prohibition against movement of ergative DP®giin Assmann
etal. (2012). The generalization to be derived is that inyregative systems,
an ergative DP cannot undergo A-bar movement (wh-movertggitaliztion,
relativization, focus movement), in contrast to an absedudP. Crucially, no
comparable restriction holds in accusative systems, wdmresative and nom-
inative DPs are both mobile in principle. This can be deriasdollows. First,
for locality reasons (the PIC, given that all phrases qual§ phases), ergative
and accusative DPs must undergo an intermediate moveneprtiosEpecT in
the course of A-bar movement. Second, T assigns (absolubirrénative) case
to aninternal argument DP in ergative systems, and to anrett@rgument DP
in accusative systems, as an instance of Agree; v assigrtdistil case to an
external argumentin ergative systems (ergative), and totarmal argument in
accusative systems (accusative) (see Murasugi (1992)) ag an instance of
Agree (Chomsky (2001)). Third, movement of some ®#® SpecT makes as-
signment of absolutive/nominative to the remaining BPnpossible because
SpecT counts as closer to T than the vP-internal dortaifhus, if an inter-

12 Again, the required order would follow from the Strict Cyd@®ndition (with satisfaction of

Principle A taking place in a smaller domain than movement}, eventually a bit more would

have to be said, given that there is evidence that Principtam\be satisfied at any point in the
derivation; see Barss (1986), Belletti & Rizzi (1988).

13 This is a simplification as closeness actually does not plaglaain this analysis. Rather, a
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mediate movement step af occursbheforeabsolutive/nominative assignment
by T, such assignment is blocked, and ungrammaticalitylteebecauses re-
mains without structural case, as an instancéleéding In contrast, if an
intermediate step ak occursafter absolutive/nominative assignment by T, it
comes too late to create problems, and themimter-bleedingln Assmann
et al. (2012), it is argued that there is independent eviddimat ergative DPs
move early (before Agree operations have taken place), e@lseaccusative
DPs move late (after Agree operations have taken place; $gler(2009)),
yielding a bleeding effect in the first case, and a counteedbihg effect in the
second. This is shown in a bit more detail in the derivatior(4 8) (illegitimtae
movement of an ergative DP to SpecT) and (14) (legitimateen@nt of an
accusative DP to SpecT). Note that [c:int] is internal stutel case assigned
by v (ergative/accusative), whereas [c:ext] is extermalcstiral case assigned
by T (absolutive/nominative); [E]] is a case feature of a DP that is not yet
valued.

(13) lllegitimate movement of ergative DPs
a. Structure after T is merged
TP
/\-r/
T[*c:ext*],[oXo] /V\P
DP[c:int] v/
V[*c:int*] VP
\Y DP..)

general Specifier-Head Bias is postulated according to lwAgree with a specifier is, ceteris
paribus, preferred to Agree with an item in the c-command aommote that this assumption is
exactly the opposite of what is stated in BéjaR&z& (2009).
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b. Movement of DB,, takes place before case assignment by T
TP

A

DP[c;int] A
T[*c:ext*] vP
v/

V[*c:int*] VP

V. DP.g

c. T’scase feature is absorbed by the ergative DP
TP

v DPL.

In the derivation in (13) one can see that an intermediateatenovement of
an ergative DP “marauds” the case feature that T could oikerassign to the
internal argument DP; the latter remains without case, argtammaticality
arises.
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(14)  Legitimate movement of accusative DPs
a. Structure after T is merged

P

/\-r/
T[*c:ext*],[oXo] /VP\
DP[c:int] v/

DP.oy v

V[*c:int*] VP

b. Case feature assignment by T takes place before moverhent o

the accusative DP
TP
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c. Movement of the accusative DP comes too late to bleed case-

assignment to the external argument

Dp[c:ext] %

V[*c:int*] VP

\% t

Thus, if an accusative DP moves after Agree operationstefidoy T have
taken place whereas an ergative DP moves before Agree mpereffected by
T have taken place, it is correctly predicted that there isuanter-bleeding ef-
fect in the former case, and a bleeding effect in the lattepdrtantly, this dif-
ference cannot be detected by just looking at the outpuesgmtations on the
TP cycle (evenif they are enriched with devices like trac€hg accusative DP
in SpecT in (14-cdoesoccupy the preferred position for case valuation with
T, in the same way that the ergative DP in SpecT in (13-c) dGeasequently,
(14) poses a serious problem from a declarative perspedtheeresulting two
TP structures in (13) and (14e identicalin the relevant respects, with an
ergative/accusative DP in SpecT that should uniformly blogse assignment
by T to an item that still needs case but does so only in one case

Some opaque interactions in syntax can be captured in d¢éukarap-
proaches by enriching representations of linguistic esgioms with abstract
material that encodes (what would otherwise qualify as)eraderivational
steps (e.g., by assuming traces/copies, and various typenpfy pronouns,
like pro and PRO), and by then postulating (more complexstamts that
refer to the enriched structure. Thus, counter-feedingasfnacontraction by
wh-movement can be captured representationally if movéteaxses a trace
(or copy) in the original position, and tleannacontraction rule is formulated
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in a more abstract way, such that traces (copies) can bloakglbgical adja-
cency (whereas an empty subject pronoun PRO in control fivasifor some
reason cannot do so). However, in other cases, derivingtypefects in syn-
tax by enriching representations is not as straightforveechuse it does not
suffice to postulate abstract elements; there also havegpdmal constraints
or mechanismghat refer to them, and these typically do not qualify as $mp
and elegant, and thus lead to an inferior analysis. Moreifspedty, the prob-
lem is that theeffectsof constraint interaction are integrated into the defimitio
of a single constraint, which makes this constraint extignmeplausible (see
Grimshaw (1998), Chomsky (2001; 2008)). The counter-hbfeedffect with
reflexivization and movementis a case in point. As shown bg8€1984), this
effect can be derived in a declarative approach that doesshobn an order
of syntactic operations by assuming a version of PrinciptesAn (15-a) (with
binding replaced by chain-binding), and postulating theufay) disjunctive
notion of chain-binding as in (15-b), which bascically uedanovement for
the purposes of binding theory evaluation; thus, the effetan interaction of
operations (movement counter-bleeds reflexivizationfpie A) are not de-
rived from the application of the operations themselves,doe stipulated as
part of a more complex constraitft.

(15) a. Principle A
At S-structure, an anaphor is chain-bound in its binding diom
b. Chain-Binding
« chain-bindss iff (a), (b), and (c) hold:
(i) «andp are co-indexed.
(i) « occupies an A-position.
(i) o c-commandsg, or o« c-commands a trace of, wherey
= 3 or~ dominatess.

Concerning the third case discussed above — viz., the ortiereof case assign-
ment by T and movement of some case-bearing DP to SpecT —tiladan
is even worse. It is completely unclear how the counterditegeffect with

14 Barss (1986) ultimately adopts a conceptchéin accessibility sequenceshich extends the
chain binding proposal sketched here; but this analysfersufrom the same shortcomings and is
in fact even more complex.
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nominative assignment by T in contexts with accusative muarg to SpecT
could be accounted for in a declarative approach by entictépresentations
and postulating more complex constraints.

These three examples may suffice as illustrations of what fipacity ar-
guments for a derivational approach to syntax typicallytdk should be em-
phasized that the arguments considered here are by no nmaciagive: It is
of course possible to come up with a completely differenbaot of wanna
contraction that is compatible with a declarative analysisout requiring pos-
tulation of a different behaviour of two types of empty categs (see Pullum
(1997)); or to devise a non-structural theory of reflexiti@ain which move-
ment is not expected to potentially give rise to bleeding&t (see, e.g., Pol
lard & Sag (1992), Reinhart & Reuland (1993), Biring (2006))to account
for the ban on ergative movement (and the concurrent lack afraparable
ban on accusative movement) in a different way that doegwmotie an inter-
action of movement and case assignent (see Campana (1888g!$(2006),
Coon et al. (2011)). These considerations notwithstanditake the deriva-
tional approach to syntax to be well supported by opacityerents, and will
presuppose it in what follows.

Taken together, the reasoning in the last two subjectioggests a local—
derivational approach to syntax; and the phase-based nuid€homsky
(2001) is just such an approach. Against this backgroundll bddress im-
proper movement, remnant movement, and resumptive moueroestruc-
tions in German in the following three chapters. In each chadl illustrate
that there are backtracking problems under a phase-bapeakap, and | will
argue that these problems can be solved in a simple way bylptist syntac-
tic buffers.
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Chapter 2

Improper Movement

1. Introduction

Different movement types can be distinguished by the difietanding sites
(or ‘criterial positions’, in Rizzi's (2007) terms) thatei target. For instance,
at least for present purposes and against the backgroundlafise structure
consisting of CP, TP, vP, and VP, it can be assumed that sdiragrib lan-
guages like German or Dutch targets a Specv position; the saay go for
object shift in the Scandinavian languages. EPP-drivesimgito subject in
English ends up in a SpecT position. Wh-movement targeteaGposition;
and so on. When one considers locality restrictions on thiews movement
types, an interesting generalization emerges. It seenmghéeee is a correla-
tion between the position targetted by a movement type (Ilew high) and
the distance over which it can apply (short vs. long): Movetitgpes that
have landing sites which are low in the clausal structurg. (&pecT, Specv)
typically cannot apply long-distance; and movement types have landing
sites which are high in the clausal structure (e.g., Spegtigally can apply
long-distance. Thus, (1-ab) shows that scrambling in Garimalause-bound;
in contrast to, e.g., wh-movement or topicalization in tame language, a CP
boundary cannot be crossed.

(1) a. dasslasBuch, keiner ty liest
that the book,.. no-one,,,,, reads

b. *dassKarl dasBuch, glaubt[cp dasskeiner t; liest]

that Karl,,,,, the book,.. thinks  that no-oneg,,,, reads
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The same goes for object shift; see the Icelandic exampl¢®-ab) (from
Vikner (2005)).

(2) a. Egveit [cpaf verjupau seldubdkina ekkit; ]
I know why theysold books,. not

b. *Egveit bokina [cp af verjupau selduekkit; ]
I knowbooks,.. why  theysold not

Fronting of unstressed pronouns in German is also an oper#iat targets
a TP-internal position in the clause, and it may not applgldistance; see
(3-ab).

3) a. dases Fritz t; geleserhat
that it,.. Fritz,,.,, read has

b. *dassich es glaube[cpdassFritz t; geleserhat ]
that 1,01, itgee think that Fritz,,,,, read has

The prohibition against non-clause-bound raising in Eshg(isuper-raising’)
is illustrated in (4).

(4) a. Mary seems{pt; to like John ]
b. *Mary; seems {pthatt likes John]

(5-ab) shows that whereas clitic movement in Italian doeé$aee to be maxi-
mally local (it may target a matrix verb in restructuring imifive constructions,
as an instance of ‘clitic climbing’), it can never cross a GRifidary (in non-
restructuring environments).

(5) a. Mariolo; vuole [1p leggerd; |
Marioit wants toread
b. *Mario lo; odia [cp C [1p leggerd; ]]
Marioit hates to read

Finally, extraposition in English may selectively violatertain island con-
straints (e.g., it may take place from subject DPs), but iiinca cross a CP
(see Ross’s (1967) Upward Boundedness Constraint, alserkas the Right
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Roof Constraint); cf. (6-ab).This conforms to the above generalization if it is
assumed that extraposition targets a low position in thesela

(6) a. [ppAreviewt ] willappear [pp, Of his new book ]
b. *John always maintainscp that [pp a review t ] will appear
shortly ] whenever he is asked aboutdg[ of his new book ]

The generalization correlating the height of the landirig and the possible
length of the displacement path is standardly accounteblyf@r conspiracy of
two constraints: a locality constraint and a constrainirsiamproper move-
ment. Thus, first, there is a locality constraint that pesreittraction from a
CP only via SpecC. For present purposes at least, this rolbeglayed by the
Phase Impenetrability Condition (PIC; Chomsky (2001) akse (1) of chapter
1), according to which only specifiers and the head of a phesaacessible
to operations outside the phase (given that CP is a phasegtaadal move-
ment cannot target C). This precludes skipping the embe8gedC position
in (1-b), (3-b), (4-b), (5-b), and (6-b). Second, there isoastraint on im-
proper movement according to which movement to a TP-int@usition may
precede movementto SpecC so as to permit (7-a) (wheregéassiollowed by
wh-movement), or indeed (7-b) (given that subjects are stng Specv and
then undergo EPP-driven movement to SpecT); but not viceavéfiovement
from SpecC to a TP-internal position is blocked. This asymnyean be taken
to reflect the hierarchy of the target positions in the tree.

@) a. [cpWho, C[rpt] T seemsito like John]] ?
b. [Cp Wh01 C [Tp t/l T [Vp 8] likes John ]]] ?

In the following section, | will briefly discuss a number ofyposals of how to
formally capture this constraint against improper movetnand | will show
that none of them meets all the requirements imposed by tjeeeral potential
problems that | will assume to restrict the space for anaty&s the generality
problem, (b) the locality problem, and (c) the promiscuitglgem.

1 Also see McCloskey (1999), Overfelt (2013) for a slightlffefient formulation of the constraint
— such that extraposition may not leave the vP — that nedeshenaintains the basic insight.
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2. Existing Analyses

2.1. Principle C

According to the highly influential account developed in M@®79) and
adopted in Chomsky (1981), improper movement emerges asstence of
a Principle C effect. The account relies on two assumptidfisst, locally
A-bar bound traces qualify as a certain kind of trace thatigpheonstraints
may hold for, viz., avariables a trace is locally A-bar bound if its immediate
chain antecedentis in an A-bar position, such as SpecC. éeuhsl, variables
(in this technical sense) obey Principle C of the Binding ditye They must
not be bound from an A-position. On this view, a derivatioracuper-raising
construction as in (4-b) where an intermediate trace ibéskeed in SpecC (as
required by a locality constraint like the PIC) is excludgdRyinciple C; see

(8).
(8) *Mary; seems{pt) thatt likes John]

The initial trace t qualifies as a variable (it is locally A-bar bound by the in-
termediate tracd }; however, 1 is illegitimately also A-bound from the matrix
SpecT position (an A-position).

To extend this account to other cases of improper movententgspective
movement types must be assumed to end up in A-positions, lenihitial
traces must also uniformly qualify as variables; see Fams€1990) for such
an account of the clause-boundedness of scrambling in Germa

2.2. Unambiguous Binding

In Miller & Sternefeld (1993), it is argued that a more gehamproach to
improper movement is required because (a) scrambling im@&erdoes not
exhibit all the typical properties of A-movement — it liceissparasitic gaps, it
does not lead to new licensing options for reflexives andorecals, and so
on; and (b) there are asymmetries between uncontroversigrAnovement
types as well, e.g., topicalization vs. wh-movement in GermTo account
for movement type asymmetries in general, Miller & Sterlie{@993) rely

on two assumptions. First, different movement types arendéfby targetting
different landing sites. Second, a Principle of UnambiguBinding (PUB)

makes use of these differences in landing sites; see (9).
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(9)  Principle of Unambiguous Bindin@®UB):
A variable that isx-bound must be8-free in the domain of the head of
its chain (wherex andg refer to different types of positions).

Variables are defined as before, as locally A-bar bound $ta€m this view,
the ill-formed cases of improper movement in (1-b)—(6-t&) @xcluded by the
PUB: Locality considerations require the use of SpecC astnmediate es-
cape hatch here, but doing so (a) ensures that the origaed trin the base
position qualifies as a variable, subject to the PUB, andn@yitably leads to
a PUB violation because a variableis then ambiguously bound, by in a
SpecC position, and by the head of the chain itself in the fargjet position
— a SpecV/Specv position in the case of illegimate longadis¢ scrambling
and object shift, a SpecT position in the case of illegitenstiper-raising, a
right-adjunction position in the case of illegitimate ledigtance extraposition
(see Muller (1996) for an analysis along these lines), anohsdn contrast, a
sequence of A-movement followed by A-bar movement (as ihi§/gorrectly
predicted to be unproblematic because the original traes dot qualify as a
variable (as in the approach based on Principle C).

2.3. The Williams Cycle

A third kind of constraint blocking improper movement goeskto Williams
(1974); it has been further developed in Williams (2003).siens of the con-
straint have been adopted by Sternefeld (1992), Grewer{@6(3; 2004),
Abels (2008), Neeleman & van de Koot (2010), Bader (2011) HEeine
(2014), among others. The basic idea is that movement tar(ore gener-
ally, rule application in) a specific domain in an embeddedisé may be fol-
lowed by movement to (or rule application in) tekamekind of domain, or a
higherdomain, in the matrix clause, but not to (or injoaver kind of domain

in the matrix clause. As for the central notion ®fntactic domaimrelevant
here, Williams (1974) distinguishes between the followiggted domains in

a clause: S> S > Pred> VP. Thus, once an item has undergone movement
to, say, the Pred domain, any subsequent movement opeagiidying to this
item can only target the Pred, S or @mains; if an item has been moved to
the S domain, a following movement operation applying toghene item can
only go to S or § and so on. This way, the generalization introduced at the be
ginning of the present chapter is implemented in a very tinay, essentially

as a syntactic primitive. This constraint can be viewed gseaific version of
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the Strict Cycle Condition (see Chomsky (1973)); in linehathis, | will here
and henceforth refer to it as the “Williams CycleThe Williams Cycle is for-
mulated as &eneralized Ban on Improper Movemég@soim) in Williams

(2003, 72)

(10) Generalized Ban on Improper Movemé@Boim; Williams (2003)):
Given a [...] clausal structure;X> ... > X,, (where X takes X 1P
as its complement), a movement operation that spans a naatian
embedded clause cannot move an element frgnmxhe embedded
clause to X in the matrix, where K j.

In approaches that rely on some version of the Williams Gyuiproper move-
ment as in (1-b)—(6-b) can in principle be accounted for;artipular, move-
ment from SpecC to SpecV, Specyv, or SpecT can be blocked §ensvement
to a higher kind of domain in the embedded clause is followgdbvement

2 williams (1974) does not give the constraint a name; but ligviis Cycle” is the label that the
constraint was given in Chomsky's 1974 MIT class lecturebn® Williams, p.c.). — Note that the
Williams Cycle is both more restrictive (in some areas) aateptially less restrictive (in others)
than the Strict Cycle Condition. Consider the followingsien of the Strict Cycle Condition (a
minimally updated version of Chomsky’s original definitiasee Mdller (2011) for this specific
formulation).

0) Strict Cycle Conditior(SCC):
Within the current XPx, a syntactic operation may not target a position that isuahet!
within another XP3 that is dominated byx.

The Williams Cycle is more restrictive than the SCC in thesgethat, for any given moved itefip
subsequent movement &imay only go to a higher domathat is of the same type or of a higher
type in contrast, the SCC only requires subsequemibvement to target some higher domain. On
the other hand, in contrast to the SCC, the Williams Cycleh@form in which it is presented in
the main text) says nothing about the order of operatiorectifig different itemsthough see the
original formulations in Williams (1974; 2003), which arersewhat more general in this respect.

3 In Williams’s (2003) system, the &im is actually a theorem that follows directly from
Williams’ (more basic) Level Embedding Conjectureg(t), which states that operations that take
place at one level cannot take place again at a higher, mon@retiensive level, where other
operations defining that latter level apply; the levels Wéitiams envisages include FS (Focus
Structure), SS (Surface Structure), CS (Case Structund),T& (Theta Structure) (see Williams
(2003, 23) for a fuller list). Since theHC presupposes an organization of grammar that is radi-
cally different from more established standard derivati@pproaches, and since it does not seem
to make radically different predictions empirically, | atagt away from it throughout this chapter.



2. Existing Analyses 31

to a lower kind of domain in the matrix clause. There is a goyihough. The
fatal first movement step to the embedded SpecC positiorighatjuired by
locality is not inherently feature-driven; SpecC is notitérial position’ here.
Thus, if the Williams Cycle is assumed to only hold for ‘critd’ movement
operations (see Abels (2008), for instance), improper m&re in (1-b)—(6-b)
is in fact not predicted to be impossible per se, and additiassumptions
are called for to exclude the ill-formed derivations; seeekh(2012b) for one
specific proposal. On the other hand, if intermediate ndtertal movement
steps (that take place without inherent features of thedwstanding themjo
qualify as relevant for the Williams Cycle, then problemd aiise as soon as
one assumes that there are more intermediate landing sgiased by locality
than just SpecC. To wit, assuming the PIC, if vP is also a phthsénterme-
diate movement step from the embedded SpecC position to the ngtexyv
position in the well-formed example in (11-a) instantigtiong-distance wh-
movement in German is wrongly excluded by the Williams Cyulthe same
way that thecriterial movement step from the embedded SpecC position the
matrix Specv position in the ill-formed example in (11-bpeling that long-
distance scrambling is impossible in German is excluddd.-f) = (1-b), with
the intermediate traces added that are required by the RIE &nd CP are
phases.)

(112) a. Welche8uch, hat[,pt]’ Karl gemeinfcpt] dasqp t]
which book,.. has Karl meant that
jeder  t; lesenmoge]]] ?
everyone read should

b. *dassKarl  [,p dasBuch, glaubt[cpt] dasqpet]
that Karl,,,,,,  the book,.. thinks that
keiner ty liest]]]
no-one,,,, reads

For now, | leave it at that. | will come back to this issue (itrfes part of what
| call the promiscuity problem).

Also note that that the symbet ini < j in (10) is not to be interpreted as applying to numeric
indices (in which casé andj would have to change places), but as a reversal of the enrgeddi
relation>.
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2.4. The Activity Condition

In Chomsky (2000; 2001) and subsequent related work, arvigcCondi-
tion is adopted for syntactic operations: To be eligiblerfmvement, an item
must have an active (i.e., unchecked uninterpretablejrfeatought by the
movement-inducing head. This assumption provides a simpdeunt of the
ban on super-raising in English (see (4-b), repeated a}. (hZhese construc-
tions, the moved DP has its and case features checked in the lower TP, by
the embedded finite T; thus, the DP cannot be attracted byxiiabrecause it

is not active anymore at this point.

(12) *Mary; seems{pt] thatt likes John]

The simplicity of the approach notwithstanding, it can beearlved that con-
ceptual and empirical problems have been noted with thevisctCondition
(see Nevins (2004); also Boskéwyi2007) for critical discussion). One empiri-
cal argument raised by Nevins is that the Activity Conditi®at variance with
the existence of non-nominative subjects in SpecT (in laggs like Icelandic)
that have their- and case features checked independently (and earlieein th
derivation).

2.5. Feature Splitting

An approach that is specifically designed to replace Choimmgqproach in
terms of the Activity Condition is the Feature Splitting §rsis developed in
Obata & Epstein (2011). This approach is based on the fatigwhree as-
sumptions. First, the PIC forces long-distance movemenSpiecC. Second,
uninterpretable features (like case features) are notiffedrn the edge do-
main of a phase head (C) once the phase head’s complemenhtiagane
spell-out. (This is based on Richards’s (2007) argumenhi® effect; also
see Chomsky (2008)). Third and finally, in view of the secoasuanption,
an operation ofeature splittingmust take place if a wh-subject is to undergo
movement: The casgffeatures undergo movement to SpecT (under Agree
with T, which has inherited the relevant probe features f@@mand the wh-
(or Q-) feature undergoes a separate (but, by assumptinaltaneous) move-
ment step to SpecC. The derivation of a wh-subject questi@nglish on the
basis of these assumptions (and against the background obgly theoryof
movement (re-) introduced in Chomsky (1993)) is illustdaite (13).
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(13)  [cp WhOy) C [1p WhOg) [case] T [vP WNOwwy (4], [case) [EFLTT] 2

The feature splitting approach covers super-raising wittarther ado. In
cases like (14), matrix T does not find a matching goal: The/ dophe lower
SpecT position has undergone spell-out already, and thg icothe lower
SpecC position does not hageand case features anymore.

(14)  *Who seems dp WhOs C [tp WO case) [T Will T [ve
Who[wh],[d)],[case] leave ]]] ?

This analysis can be generalized to cases where the supedigem is not
a wh-phrase, as in (4-b)/(12): Irrespective of how an inestiate movement
step of the (non-wh) DP to the embedded SpecC position (asregbby the

PIC) can be effected, it is clear that because of the assamfitat case and
¢-features cannot show up in SpecC, feature splitting mystyapnd the DP

in SpecC is not accessible to attraction by a higher T heacharg/

2.6. Problems With the Existing Analyses

Closer inspection reveals that independently of potemtiVidual shortcom-
ings as they have been noted above, none of the accounts afpgerpmove-
ment just discussed can be maintained under a strictly aterial, local ap-
proach to displacement in which syntactic structure is gggrd bottom-up, by
successive application of structure-building operati@osh as internal or ex-
ternal Merge), and only very small parts of the structureameessible at any
given point in the derivation (cf. Chomsky (2000; 2001; 2))0O& particular,
none of the existing accounts of improper movement managasid all three
separate problems that may arise with improper movememsasafrom this
perspective: (a) the generality problem, (b) the localitghjpem, and (c) the
promiscuity problem. | discuss the three problems in turn.

2.6.1. Generality

The PUB-based and Williams Cycle-based accounts are dendte sense
that all kinds of improper movement in (1-b)-(6-b) can beigkst. In con-
trast, the Principle C account fails as soon as one of thariost of improper

4 Also see Adger (2003, 388), who postulates that “only whfess are visible in the specifier of
CP".
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movement to a criterial position listed above can be showgualify as A-
bar movement (as argued, e.g., in Miller & Sternefeld (1988%crambling,
and in Muller (1996) for extraposition). Even more obvigughe Activity
Condition-based and Feature Splitting-based accountajmd in Chomsky
(2000) and Obata & Epstein (2011), respectively, are codfiosuper-raising,
and cannot be generalized to other cases of improper movgfienlong-
distance scrambling in German) in any obvious way. In thékeracontexts,
there is, by assumption, some head in the upper clause trattatsome item
from the lower clause (i.e., that shares some feature with an item) in a way
that no other head (in the lower clause) does. So, indepdgdgrwhat the
exact nature of the movement-related feature is that idweddn scrambling,
pronoun movement, clitic climbing, object shift, and epwaition (if there is
any such feature to begin with), it seems clear that suchtareaould nei-
ther be rendered inactive in the embedded clause (becasefdatures must
be optional on the heads on which they occur, and, by assamgtierefore
do not show up in the embedded clause if long-distance moveindo be
triggered), as would be required under the Activity Comditbased analysis;
nor could such a feature obligatorily have to be split offiteen that undergoes
movementto SpecC, and be checked in the TP domain (becaasmdtcheck
these features, and because it is unclear why these feahoekl behave like
case features on moved items with respect to interpretigbiither than like
wh-features), as would be required under the feature isiglittinalysis. This
consideration then only leaves PUB-based accounts anaivdlCycle-based
accounts as serious contenders for a local-derivatiorEementation of the
improper movement restriction.

2.6.2. Locality

Except for, possibly, the Activity Condition analysis aime t-eature Splitting
analysis, all the above accounts of improper movement regaanning large
amounts of syntactic structure. Thus, the Principle C actowst simultane-
ously take into account the base position of the moved itehigfncontains the
trace that will ultimately give rise to a violation of Pripde C); the position of
the intermediate trace in the embedded SpecC position (wikicelevant for
determining whether the trace in base position must obeyciie C); and the
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position of the moved item in the final landing stte.

More importantly (given the Principle C account’s lack ohgeality), the
PUB-based account and the Williams Cycle-based accowstdade a locality
problem. In the PUB-based account, to determine whetherca is ambigu-
ously bound, potentially large domains of syntactic sureimust be checked
that contain the initial trace, the moved item in the finadiang site, and any
intervening intermediate traces. Similarly, in Williamgdle-based accounts,
large pieces of structure must be considered: Under theulatian in (10), this
is evident because the restriction explicitly holds for “awvement thaspans
a matrix and an embedded claldgeny emphasis). The same goes for other
approaches relying on the Williams Cycle; see, e.g., A@B08) inherently
non-local notion of “affectedness” of large syntactic damsgcf. the appendix
below). Thus, it can be concluded that the accounts of imaromvement that
circumvent a generality problem all face a locality probierhey are incom-
patible with a local-derivational approach to structuodebng that permits
only a very small amount of accessible syntactic structtir@ng step of the
derivation (given the PICj More specifically, there is a backtracking problem
(see chapter 1): To determine whether a movement step toSpagv counts
as proper or improper, information must be available thatgjgs what kinds
of phase edges the moved item has gone through (so as to detenmether
the item has originated in the same clause or in an embeddes&)l

2.6.3. Promiscuity

The third problem with existing approaches to improper nmoget arises un-
der the assumption that many more intermediate positiana@ressed in the
course of successive-cyclic movement under current lycatinsiderations
than just SpecC (which used to be the standard assumptioo Ghdmsky

5 By extension, this reasoning implies that Principle C arftbobinding conditions should be
abandoned in general in local-derivational approachegntaus, i.e., also for overt categories. See
Fischer (2006) for an approach to binding condititions #@nplies with this requirement (but
cannot be extended to improper movement in any obvious vadgg;see Reuland (2001).

6 The second version of the Williams Cycle-based approackldeed in Bader (2011, ch. 4-5)

is an exception in this respect. In this analysis, localéy e maintained by postulating that
the phrase-structural makeup of a moved item inherently fairrors the phrase structure through
which it moves, and stipulating simultaneous spell-outapens of parallel features on the moved
item and the clausal spine.
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(1986))! Given the PIC and the assumption that CP, vP, and DP are phases
intermediate movement steps to Specv, SpecC, and SpecBaprieed for all
movement types without necessarily giving rise to imprapevement effects.
Things get only worse iéll intervening XPs must be crossed via intermediate
movement steps to SpecX in the course of movement; see Qpo(1989),
Takahashi (1994), Agbayani (1998); Chomsky (2005; 2008§kBvE (2002),
Boeckx (2003), Boeckx & Grohmann (2007), Stroik (2009),rfaum (2009),
and Muller (2011), among many others. Assuming either mauiayl interven-
ing XPs to require and permit intermediate escape hatchissclear that the
intermediate landing sites are higlgyomiscuous- they simply must not care
what kind of ultimate target position a moved item will endinp

This calls into question both the PUB-based account andaniff Cycle-
based accounts of improper movement. A PUB-based accountdvoe-
dict virtually all movement to be improper: A wh-object moyivia Specv
to a clause-bound SpecC position would create an ambigubusind initial
trace in the same way that scrambling from SpecC to Specv. dtieslarly,
Williams Cycle-based accounts would make wrong predistidrocal move-
ment of a wh-object to SpecC via Specv would still be unpnolatic (in con-
trast to what would be the case under a PUB-based accountgveo, as noted
above, well-formed long-distance wh-movement to a matpec® position
via first an embedded Specv position, then an embedded Spesitibp and
finally a matrix Specv position would wrongly be excluded lie tsame way
that long-distance scrambling via first an embedded Spesitipo and then
an embedded SpecC position is correctly excluded as imgragall the two
constructions in (11-a) (legitimate long-distance wh-erment) and (11-b) (il-
legitimate long-distance scrambling), which are repebaté as (15-ab).

(15) a. WelcheBuch, hat[.pt]” Karl gemeinfcpt] dasqyp t]
which book,.. has Karl meant that
jeder  t; lesenmoge]]] ?
everyone read should

b. *dassKarl [vp dasBuch, glaubt[cpt! dasqp t)
that Karl,,om, the book,... thinks that

7 A version of this problem is also mentioned in Neeleman & varkeot (2010, 346-347) and
Bader (2011, ch. 5).
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keiner ty liest]]]
no-one,,,, reads

Thus, it seems that if massive intermediate movement stgu®tiscuous es-
cape hatches are assumed, a dilemma is unavoidable for ebB&HRF account
and for Williams Cycle-based accounts: Either it is pogadahat only crite-
rial positions (final landing sites of movement) count fopimper movement.
Then it is unclear how, e.g., long-distance scrambling \pac& can be ex-
cluded (where the intermediate SpecC landing site is noiteriel position);
more generally, none of the improper movement effects ih){{6-b) can be
derived anymore. Or it is assumed that all positions (iniclgell non-criterial
intermediate positions) count for improper movement. Tihé@unclear how,
e.g., long-distance wh-movement via matrix Specv can baiped (given that
long-distance scrambling targetting the same positiorsi¢ée be ruled out).
In a nutshell, given promiscuous intermediate movemepssthe accounts of
improper movement that handle the generality problem dheenot restric-
tive enough anymore, or they are much too restrictive. Thigies that either
additional assumptions must be made to save these accoutitat they must
be abandoned, and replaced by something completely différe

8 Abels (2012b) pursues the first strategy. He adopts a weakoveof the Williams Cycle where
intermediate traces in non-criterial positions are simghored, and then invokes an additional
system of “flavoured” edge features for intermediate movenséeps that mimick the ultimate
features giving rise to criterial movement. The analysiskecsuch that for each phase head
requiring an intermediate movement step, it is stipulagas$ibly from language to language)
which kind of flavoured edge features it can be equipped Witte.g., C cannot have a flavoured
casep edge feature but can have a flavoured wh-edge feature, wiemevt can apply long-
distance whereas raising cannot; if the restrictions orofleed edge features are reversed on
C in a language, super-raising is possible whereas lorigrais wh-movement is not; and so
on. Abels (2012a;b) adduces potentially interesting ewtdefrom Tagalog to support such an
approach. However, | will not consider this approach in amyerdetail in what follows because
it denies that there is any inherent systematicity to thecgsfin (1-b)—(6-b); i.e., on this view, the
generalization formulated at the beginning of the preshapter (according to which movement
types with low landing sites tend not to apply long-distgrsimply does not exist —and this despite
the fact that the flavoured edge features of Abels (2012bassamed to accompany, rather than
replace, the Williams Cycle. Furthermore, note that thésdskof flavoured edge features cannot
by themselves provide a comprehensive accourtlafelevant instances of improper movement
(e.g., if two inherently feature-driven movement openadi@nding up in criterial positions are
combined, flavoured edge features as such cannot rule oabthkination as improper). Finally,
it is worth pointing out that non-promiscuous, flavoured efieptures are incompatible with the
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2.6.4. Interim Conclusion

In view of all this, my goal in what follows is to providelacal reformulation

of the Williams Cycle as a core component of the theory of impgr movement
that is compatible with a strictly derivational approaclithwextremely small

accessible domains throughout (where each phrase is a)phadghat meets
the requirements imposed not only by the locality problent, dso by the
remaining two problems just discussed: It has to be geneoakfing all the

cases in (1-b)—(6-b)); and it has to be compatible with tlwerpscuity of edge
features

3. A Local-Derivational Approach to the Williams Cycle

3.1. Background: Edge Features and Successive-Cyclic Ment

Following Chomsky (2000; 2001; 2008) and much related wbalssume that
intermediate movement steps are brought about by edgerésat$ince the
generation and discharge of edge features will be instrtahigraccounting for
improper movement effects by a reformulated Williams Cyolbe developed
below, some clarifications about edge features and the haletiiey play in
derivations are called for at this point.

The basic question is whether edge feature insertion isradto be freely
available or severely constrained. A version of the firsiapts pursued in
Chomsky (2008; 2013), where phase heads are simply asswntea/¢ an
“edge property” that allows them to generate any number eti§prs; this
is extensionally equivalent to assuming that edge featnseriion is freely
available throughout. The second option is adopted in Chgrf000; 2001),
where constraints on edge feature insertion are specifteskems clear that
if edge feature insertion is free (or if phase heads have ga ptbperty), and
edge-features are category-neutral, no restrictions @ndper movement can
be imposed in the domain of edge features. | assume that edg#d in-

assumption of a crash-proof syntax (see Frampton & Gutm2002)) because most choices of
edge features on phase heads will be incompatible with ¢éne that in fact needs to undergo the
intermediate movement step.

9 Abels (2008) remarks that his version of the Williams Cyotarinot be understood directly
as a constraint on derivations”, and makes “no attempt wrmailate [it] in derivational terms”.
Essentially, this is what | set out to do in what follows.
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sertion is not free. Independent evidence for this assumps provided in
Miiller (2011), where it is shown that constraints on edgéufi@ainsertion play
a decisive role in deriving Minimal Link Condition (MLC) an@dondition on
Extraction Domain (CED) effects from the PIC. In what follaw will adopt
a simplified version of this approach as a general backgréoma theory of
improper movement; as noted in chapter 1, this is due to tleel e have
somesufficiently explicit frame of reference within which a |ldcgersion of
the Williams Cycle based on the generation and dischargegs features can
be formulated.

Thus, suppose first that all phrases are phases, and thatGhboRis.
Second, all syntactic operations are driven by designaatlifes: In partic-
ular, there are structure-building featureed]) that trigger internal and ex-
ternal Merge operations (movement and base-concateneggpectively); for
instance, wh-movement is triggered wyhe] on C. Third, edge feature in-
sertion as it is required for effecting intermediate movahsteps (given the
second assumption) is restricted by the Edge Feature Gomdit(16) (this is
a modification of what is proposed in Chomsky (2000; 2001)).

(16) Edge Feature Conditian
An edge featuredXe] can be assigned to the headf a phase only
if () = is still active and (b) this has an effect on outcome.

In the present context, it does not matter hestivity of a phase head is deter-
mined (but I will return to this issue in chapter 4); how thquzement of hav-
ing an effect on outconie to be interpreted in a local way, without look-ahead,;
and how MLC and CED effects follow from the PIC under theseiagstions;
see Miller (2011) for all this. What is important, thoughthat edge features
play a crucial role in licencing intermediate movement stepphase edges,
that edge feature insertion is restricted, and that thiscgmh to edge features
has interesting consequences for deriving locality cairss on movement —
thus, edge features have independent empirical motivation

However, from a minimalist perspective, there is a basibl@m with the
very existence of inserted edge features in syntactic aioivs: Edge feature
insertion violates the Inclusiveness Condition (see, Elgomsky (2001; 2005;
2008)), according to which material that is not originalfyripof the numeration
cannot be introduced into syntactic derivations in the sewf the derivation.
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3.2. Assumptions

| would like to suggest that the solution to the problem witle tnclusive-
ness Condition is that edge features are not in fact insertik course of the
derivation; rather, they involve material that is alreadggent (also cf. Lahne
(2009)). For concreteness, suppose that edge featuretefeetive copiesf
categorial features of phase heads that have been assigtredtare-building
property: The original categorial information is strippeffi but retained in
some form on the feature. The edge features thus generateessively value
movement-related features of moved items passing thrdweghgecifier posi-
tions of the phase heads where the respective edge feaigimates, thereby
creating lists that record aspects of the derivationabhystf movement - i.e.,
syntactichuffers Such information is maintained for a while in derivatiobgt
is deleted as soon as information of the same type is enaauahteinally, when
a criterial target position is reached, thanctional sequencé-seq) of heads
(see Starke (2001)) must be respected on such lists; tlis M/illiams Cycle.
Thus, in a nutshell, the categorial information of the damsahat a moved item
passes through is picked up and registered on it, potgnjigliding temporary
improper movement configurations, but since the relevdotimation can be
lost again, such temporary improper movement configuratamn in principle
be fixed before the criterial position is reached.

More specifically, | will make the following assumptions albdhe me-
chanics of edge feature generation and discharge. Firstdga feature is
a defective copy of the categorial feature of a phase heashgzanied by a
structure-building instruction ¢[ e]; cf. Lahne (2009)). The copy mechanism
is given in (17-a) (withy a variable over category labels), and it is illustrated
for some phase heads in (17-b).

17y a  pl—= [l [eXye]
b. [V] = [V], [eXve]; [V] — [V], [eXye]; [T] — [T], [eXTe]; [C]
— [C], [eXs]; ...

As shown in (17), the original content of the feature is losthie course of
defective copying; this makes the feature usable (i.etetlseno instruction to
merge an item with the exact same categorial feature astlta phase head,
which one would expect under non-defective copying). Hawvegrucial as-
pects of the original information (viz., the categorialtfea of the phase head)
remain intact so as to make it possible to trace (recenty siethe derivation:
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The categorial information is still there as part of the stuwe-building edge
feature, but it does not by itself restrict the nature of thexge operation that
the edge feature effects. Accordingly, the Edge Featuralifion needs to be
revised as in (18) (compare (16)).

(18) Edge Feature Condition (revised)
An edge featureeX , o] can be generated by defective copying of the
categorial feature of a headof a phase only if (a) is active and (b)
this has an effect on outcome.

Second, movement-related features on moved items (iex3, fbatures that are
attracted by phase heads with corresponding structutdibaifeatures 43e])
havelists as values; as will become clear below, these lists act aasynt
buffers This is shown for the features that | assume to be involvestiam-
bling, wh-movement, topicalization, relativization, aBB'P-driven movement
to SpecT in (19), with representing an initially empty liS.

(19) a. [0 (scrambling)
b. [wh] (wh-movement)
c. [top] (topicaliztion)
d. [reld] (relativization)
e. [eprO] (raising to SpecT)

Third, edge feature discharge involves valuation of the enoant-related fea-
ture of the moved item by the (defective) categorial infatioraon the phase
head, so as to ensure complete matching of the two items.g@akinfor-

mation is successively added on top of the list, which thus as a buffer

10 Whereas [whI] and [rel{]] features for wh-movement and relativization, respebtivean
be assumed to obligatorily show up on an item;[[l] and [topt]] features for scrambling and
topicalization must be optional on items. Similarly, thevament-inducing featuresyhe] and
[erele] show up obligatorily on interrogative and relative C, restively (in languages of the
English or German type), whereas>]e] is optional on v/V in scrambling languages, arddpe]

is obligatory on C in German verb-second clauses, and agt{on C or some additional functional
head of the left periphery) in English. As for the nature amstification of of a feature like
[(®)X(e®)] for scrambling, see Grewendorf & Sabel (1999) and Sandr{d999), among others.
Also, for present purposes | will remain uncommitted as t@twitimately underlies therpr
feature postulated here, and whether it is related to casegarial label, or something else yet.
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storing minimal aspects of the derivation. This is showr?2@)for an abstract
derivation in which a wh-phrase undergoes successiveeaycvement via all

intervening phase edges to the embedded SpecC positioah(\ighnot its ul-

timate target position because, by assumption, C is deislartzere and lacks
[ewhe]).1t

(20) a. Merge(V4Xye], DP:[wh{]) —» V DP:[wh:
b. Merge(v:pX,e], DP:[Wh) =V DP:[Wh]
C.
d

Merge(T:pXe], DP:[Wh) =T DP:[Wh
Merge(C:pX o], DP:[Wh) —C DP:[Wh

Fourth, when identical categorial information is addedhat top, the origi-
nal information is deleted at the bottorh. Such a deletion of parts of the
derivational record in feature value lists is depicted ith)(2vhich continues
the derivation in (20) into the matrix clause; pr Wformation is deleted
once the wh-phrase encounters a new SpecV position; and pfi;mforma-
tion is deleted when it reaches a new Specv position.

(21) a.  Merge(V:#Xve], DP:[wh{ CTW])) — V DP:[wh{ VCTwA]
b.  Merge(v:pX,s], DP:[wh] VCTW]]) — v DP:[wh| vWWCTW]]

The operations of (recursive) valuation of a movementteeldeature and of
deletion in feature lists are formulated more generall\y2@)(

(22) a. Valuation

Merge(Y:oXys], Zi[F[01 ... 0, ) = Y Z[F[7 61 ... 0, |

where F is a movement-related featufe, ..., d,, is a (possibly

11 Note that linearization is not indicated in this and thedaling abstract representations captur-
ing the result of Merge; the same goes for the projectioustat the category that the moved item
is merged with.

12 Thys, the list that acts as the value of a movement-relatmirie is (essentially, see footnote
13 below) aqueue(i.e., a first-in/first-out list), not atack(i.e., a first-in/last-out list). The system
outlined here is derivational, and information gets lostmlyithe derivation. Effectively, the pro-

posed deletion mechanism instantiates a ban on recursfeature value lists, possibly motivated
by economy considerations; cf. also Heck (2010) and Areeigij& Hinzen (2012), who argue

that direct recursion is not available in syntax.
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empty) list of (category, possibly other) symbols, ands the
category label of Y.

b. Deletion
YZ:[F:‘ YOy e 037y 0j o O p — Y Z[F:|y 6y ... 6; 65 ... 6 p
where F is a movement-related featufe, ..., 9,, is a (possibly
empty) list of (catgory, possibly other) symbols, anis the cat-
egory label of Y23

Finally, when a moved item has reached its target positiodischarges the
movement-related structure-building feature of the heuds feature (which
is inherently present on a phase head and not generated ondacce with
the Edge Feature Condition) must also carry the categaorfiatrnation of the
head it is associated with, e.gewhce]; this ensures deletion of the earl C
information in the case at hand; see (23) (where (23-a) soes where (21-b)
left off).

(23) a. Merge(T4Xre], DP:[wh)
T DP:[wh
b. Merge(C:pwhcs], DP:[wh] TWCR/])
—C DP:[wh (Vf-seq)

Crucially, at this point (i.e., in the criterial positiori),is determined whether
the information recording the intermediate landing sitesforms to the func-
tional sequence (f-seq) independently established irasyintstructures (e.g.,
C~T>v>V), in the case at hand, it does. This is the new version of the

13 Two remarks. First, (22-b) presupposes that deletion afgwatal information in feature lists
is to be taken literally. Still, since nothing hinges on thEsue, | continue to render deleted
as< in the derivations that follow in this chapter, so as to mazerperspicuity. Second, (22-b)
is formulated in a slightly more liberal way that permits etein under identity in a non-final
position (i.e., not necessarily at the bottom of the list)isTdifference play will no role for the core
phenomena to be discussed below, given that f-segs havéoarmrstructure and all deletion will
take place at the bottom of the list; but things are diffenemder the approach to cross-linguistic
variation developed in section 4 (cf. in particular the @ions in (40) and (41) below). Also, an
extension of the present proposal to remnant movement andhion in the next two chapters,
while not actually requiring it in the vast majority of consgttions, will nevertheless suggest a
slightly more liberal concept as more natural (see paditylthe discussion of (29) in chapter 3
below).



44 Chapter 2. Improper Movement

Williams Cycle, which can be formulated as in (24).

(24)  Williams Cycle
Information on a list of a movement-related feat@renust conform
to f-seq wheng3 is checked by an inherent structure-building feature
[¢3,e] Of a phase head (i.e., in criterial positions).

Before moving on, let us see how the present system fares@sfiect to the
Inclusiveness Condition. First, defective copying of gaigal features does
not violate the Inclusiveness Condition; copying as sudeiserally taken to
be unproblematic from this perspective, and defective tawpsemoves rather
than adds information. In addition, the current approactisages the assign-
ment of a structure-building propertys([e]) to a feature resulting from copy-
ing; again | take this to be innocuous since it does not adétarfe but rather
interprets a given feature in one of very few possible wagrsi¢sure-building,
probe, inert). Finally, valuation of movement-relatedifeas by successively
copying categorial information to the list does not add kimg to the deriva-
tion that was not present before; in this respect, valuatfonovement-related
features behaves exactly like all other kinds of featureatbn that are stan-
dardly assumed, even if the feature value is slightly moreglex, and changes
repeatedly throughout the derivation. All in all, | woulBdito contend that the
current approach is close to optimal as regards the redatiil of restricted
edge feature generation with the Inclusiveness Condition.

With the new Williams Cycle-based system in place, let metgough
some sample derivations distinguishing proper from imprapovement.

3.3. Clause-Bound Wh-Movement

Consider first a simple case of clause-bound wh-movemeiin, @5) in En-
glish.

(25)  (twonder) pwhat C [rpsha T [veti v [vp said t ]]]]

The derivation is shown in (26). On the VP level, the wh-obj&bat first
needs to undergo movement to SpecV because of the PIC, diaerirst-
merged items (i.e., complements) are not yet part of the edgeain of a
phase. An edge featureXye] can be generated by defective copying here in
accordance with the Edge Feature Condition in (18) (sea@jp&nd edge fea-
ture discharge triggers movement of QR to SpecV, valuing the movement-
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related feature by adding categorial V information to tmatiglly empty) list:
DPWh:; see (26-b}* Next, on the VP level, a new edge featusX {e] is

generated (see (26-c)) and discharged by movement (v)th:@ to Specy,

which further values the wh-feature on the moved itemév; see (26-d).
The pattern is repeated on the TP level, whebd&qfe] is first generated (see
(26-e)) and then discharged by movement of DP to SpecT,liesaduing its
wh-feature with the newly encountered syntactic contesé& @Pwh in

(26-f) (in addition, subject raising to SpecT takes pladggered by an inher-
ent [éePpRe] feature). Finally, on the CP level, the inherent movemadticing
feature pwhge] on the interrogative C head (see (26-9)) triggers movement
of DPwh: to SpecC, valuing the wh-feature by adding the categorial in

formation and thereby producing QE cf. (26-h). Since an inherent
structure-building feature has been checked at this painich is signalled by
a box around moved items in trees, here and in what follow®) Williams
Cycle in (24) demands matching of the categorial infornratio the list that is
the value of the moved DP with f-seq; since the former confotorthe latter,
the derivation is legitimate (of course, the same goes fdP-BRven subject
movement in (25-f), which is also criterial).

(26) a. | [vsaid Jexye Whatyp.op ]
b.  [vwe Whaﬁwh: [v [v said ]]]
c. [vshel Viex e [vp What[wh:] [v [vsaid] ]Il
d. [w What[wh: [v she [, v[ve [y [v said] ]]]]]
€ [ Tiexre] [ecppe] [vP what[wll:] [v she [/ v [ve [v [v
f said ] 11111

[rewhat , = [ she Tie [ [v v [ve [y [v said ] NN
9. [o Clowne [re What |, =gy Trv she T ke [y [v v [ve [ [v

said ] ]I

14 Note that this is at variance with the assumption that ex¢tgriocal movement is precluded;
it implies that a strict anti-locality requirement on mowemh cannot hold, pace Boskév{1997),
Abels (2003), and Grohmann (2003), among others.
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What[wh:]

3.4. Long-Distance Wh-Movement

Consider next the case of long-distance wh-movement froecéadative CP,
asin (27) in English.

(27)  What do you think p C [tp she T [yt v [vp said & J]]] ?

The derivational steps in the embedded CP are almost exaily (26); see
(28). The only relevant difference to (26) is that movemeanttee CP level is
required not by an inherent structure-building feature ¢b&cause there is no
such feature), but by an edge featusX { o] that is generated in accordance
with the revised Edge Feature Condition in (18), by defectipying of the
categorial feature of the phase head. As a consequencativalof the wh-
feature in (28-h) does not activate the Williams Cycle: Moeat has not yet
targetted a criterial position.
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(28) b [v said Jax, e Whatyn.0) |
[ve What[wh: [v/ [vsaid] ]]
[y She [ Viex.«] [ve what, o7 [ [v said ] J]]
[vo what,, r7 [ she b vIve [y [v said ] ]

[ Tioxrepfocppe) [vp Whaty, iy [ she [ v Tve [v [v
said | 111111

[rewhat , = [ she Tie [ [v v [ve [y [v said ] TN
9. e Cloxce e what | mon [ she The [y [v viIve [v v

said ] 111

h. [er What[wh:m] [c Clreshe [ T [w [v [v VIw [v [v

said ] ]]111I]

On the matrix VP, vP, and TP levels, edge feature generatidge feature
discharge, and wh-valuation on the moved item proceed dwxirmbedded
domain, but there is an interesting difference: Movememh&drix SpecV in
(28-j) adds the symbol V at the top of the wh-feature list & thoved DP,
and concurrentlydeletesthis categorial information at the bottom (in accor-
dance with (22-b)); movement to matrix Specv in (28-) addmvtop of the
list and deletes v at the bottom; and movement to matrix Spe¢8-n) does
the same with T. In all three cases, a feature list resultsdb@s not conform
to f-seq (viz.[ verv|, [weT], and Twc ), respectively; but since all three move-
ment steps are triggered by edge features generated intorclamply with the
PIC rather than by inherent structure-building featurea phase head, this is
unproblematic from the perspective of the Williams Cycldjah is satisfied
vacuously in these contexts. In contrast, the final moversteptto SpecC in
(28-p)is triggered by an inherent movement-inducing feature of ta&imin-
terrogative C head, viz.sfvhce], so the Williams Cycle will spring into action
and demand a correspondence of f-seq and the wh-featuprdiseént on the
moved DP. However, movement to SpecC has resulted in addtngh@ fea-
ture list, and the lower C symbol is then deleted; thus, theptaary improper
movement configuration ceases to exist in the criterialtfposi Therefore, the
Williams Cycle is (non-vacuously) satisfied by the final mament step.

® 2 0 T o

—h

27) i [y [vthinK]exye [cp Whaﬁwh;] [c' C [vp she said ]]]]
j. [Vp Wha&wh:] [V’ [V thlnk] [cp [C’ C [Tp she said ]]]]]
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K. [y you [y Viex,e] [vp whaﬁwh: [v/ [v think] [cp [c: C
[p she said J]]]1]

Lo [w what[wh: [v you [y V [ve [y [v think] [cp [ C [1p
she said J]]]]II]

M. [ Tiexre],[ecppe] [vP whaﬁwh:] [\ you [/ v [vp think
she said ]]]]]

n. [t What[

said 11111

0. [¢ Clewne [P What[wh: [vyouly Tlwl v [ VIvw
think she said JJ[[[[T

p. CP

/\
What[wh (o (\/f-Se(J])

&/ you think she said

Whereas the Williams Cycle thus predicts wh-movement tolide & apply
non-locally, in a successive-cyclic manner, predictioresguite different for
movement types which target a lower position in the clauke dcrambling. |
turn to this in the next section.

Wh:] [+ you [+ T [we [y [ V [ve think she

3.5. Clause-Bound Scrambling

Suppose, as before, that scrambling (in German) targetsVSpe Specyv,
and involves optional structure-buildingle]) and movement-relatedX}]])
features on the attracting V or v head and the moved itementisely. In (29)
(= (1-a)), scrambling must target a Specv position, withghieject DPkeiner
(‘no-one’) staying in situ.

(29) dasglasBuch, keiner ty liest
that the book,.. no-one-nom reads

The derivation is straightforward, and shown in (30). Emxtedy local move-
ment to SpecV (which is also string-vacuous, given the SOMneaof Ger-
man) takes place at first (see (30-b)). This movement stepoisght about
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by an edge featureXy e] generated on V in accordance with the Edge Fea-
ture Condition, and it values the list of thefeature on the object DP with
the symbol V. Since, by assumption, the next higher v heahdyr bears the
structure-building featurespoe], a criterial position is reached in the next step,
and movement of the object DP stops here (see (30-d)). THa Cycle is

therefore checked at this point, and since the seqom'orms to f-seq,
the derivation can legitimately continue to the TP and CRlg\as in (30-€f).

(30)

l [op das Buch fs.o; [v liest Jiexy o] ]

[ve [pp das Buch QE: [v' [v liest]]]

[ keiner [/ [ve [pp das Buch gz;] [v/ [v liest]]]] Viese] ]
[vp [op das Buch ﬂz; [ keiner [/ [ve [y’ [v liest T v 1]
[t [ve [op das Buch ﬂz: [v keiner [/ [ve [y [v liest]]] v]]]
T]

® 2 O To

—h

(Vf-seq)

liest

3.6. The Ban on Long-Distance Scrambling

Things are different with illegitimate long-distance sotaing in German; cf.
(31) (= (1-b)).
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(31) *dasKarl dasBuch glaubt[cp dasskeiner t; liest]
that Karl,,.,, the book,.. thinks  that no-oneg,,,, reads

In the embedded clause, the derivation proceeds in basiballsame way as
the derivation of well-formed long-distance wh-movemensteps a.—h. of
(28). The only relevant difference (lexical choices, alegeof the EPP, and
linearization aside) is that the movement-related featarthe object DP that
gets valued successively by categorial information assediwith the domains
that it passes through is no&{1], and not [whil] anymore. These steps are
illustrated in (32-a)—(32-h). The liftTw | resulting at the CP level conforms
to f-seq, but this is immaterial since the embedded Spec@tiget a criterial
position (movement to SpecC is triggered by an edge featmergted in the
derivation, rather than by an inherent feature of C).

(32) L [op das Buch fs.o; [v liest Jiexy o] ]

[ve [op das Buch QE: [v' [v liest]]]

[ keiner [, [vp [pp das Buch gz; [v' [v liest]]] Viex,o 1]
[ve [op das Buch 92: [ keiner [/ [vp [y [v liest]]] v ]]]
[+ [ve keiner [/ [pp das Buch g&] [v [ve [v [v liest]]v]]]

T[oXTo] ]

f. [TP [DP das Buch gZ:] [T’ [Vp keiner L,/ [v’ [Vp [V’ [V liest ]]]
VIITI]

9. [c [cdass fexqe [T [oP das Buch gz:] [+ [ve keiner liest
vITII

h. [cp[pp das Buch gz: [cr [c dass ] e [1 [ve keiner liest
vITII

The subsequent edge feature-driven intermediate movestemtin the ma-
trix VP domain is also as in the case of long-distance wh-nmarm in (28);
see (32-)), which gives rise to d-feature Iis that is at variance with
f-seq but per se unproblematic because the Williams Cycladsiously ful-
filled in a non-criterial landing site. However, the moverngep to the matrix
Specv position, thougstructurally similar to that in the legitimate derivation
in (28), is fatal; see (32-): Movement to Specv gives risa tist[ wcT | on the
long-distance scrambled DP’§] feature, and since this last movement step
is triggered by an inherent (albeit optional) structurdeing feature p>., o]

® o 0 T



3. A Local-Derivational Approach to the Williams Cycle 51

on v, rather than by an edge featus&X| ¢], the mismatch between f-seq and
the feature list on the moved DP leads to a violation of thdi&vils Cycle.
The derivation underlying (31) also includes further steBP extraposition;
Merge of T; optional EPP-driven movement of the matrix sabigP to SpecT
(cf. Grewendorf (1989)); and Merge of C. However, thesestam be ignored
here: The derivation crashes after the scrambled item lsabed its criterial
position in the matrix vP, and the Williams Cycle is violated

(31) i. [y [cp[ppdas Buch gz;] [’ [c dass ] e keinerliestv T]
[V glant lono] ]]]
i [ve[opdas Buch gz: [v [celc [c dass] fe keiner liest
vT][v glaubt]]]]]
k. [, Karl[, [vp[ppdasBuch gz;] [y’ [cpdass keiner liest ]
[v glaubt ]]] Viesa] 1]

. vP
/\
P v (*f-seq— *Williams
(s wera ] Cycle— clash)
das Buch Karl v

V/
/\
cP \‘/

dass keiner liest glaubt

Note that the same consequence arises if long-distancenisling targets
SpecV rather than Specv (which might be an option yieldirgghme string
(31) given that subjects raise to SpecT only optionally inrEa). The only
difference would be a fatal (f-seqg-violating) valueTv] of © on DP instead of
[wetl

Furthermore, the present analysis also predicts that alwésp that under-
goes long-distance wh-movement cannot be fed by interreedé@ature-driven
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long-distance scrambling to, say, Specv (as opposed tg Bpecv as an es-
cape hatch provided by an edge feature). Of course, theiguesises as to
how the two options (which yield identical stringadidentical structural rep-
resentations throughout) can be distinguished. It has dféen proposed that
the absence of (strong) superiority effects with clauserlblovh-movement in
German, and the absence of weak crossover effects witheclzmsnd wh-
movement in German, can be traced back to the option of ammetiate
scrambling operation because scrambling is independ&ntiywn to be able
to circumvent these effects; see Fanselow (1996) and Grohr(kd97) for
superiority effects, and Grewendorf (1988) for weak crusseffects. In the
present approach, which recognizes promiscuous escagieekatnd thus can-
not, e.g., simply equate the Specv position with a scramglgliosition, this
implies that checking ofel>-, ] gives rise to certain properties, like absence of
weak crossover effects and absence of superiority eff@bisreas checking of
a pure edge featureX,e] (in the same position), or checking affhce] does
not®

Thus, on this view, clause-bound wh-movement in (33-a) c@¢snduce
a superiority effect, and clause-bound wh-movement ini(B8ees not trigger
a weak crossover effect (for most speakers), because thghvese that is in
the criterial SpecC position on the surfagea& (‘what’) in (33-a), andwen
(‘whom’) in (33-b)), has undergone an intermediate moveirs&ap to a Specv
position in the same clause by virtue of an optional inhefesiiire pX, ] on
v (and a matching movement-related]{feature on the DP); and not by virtue
of [eX,e] ON V.

(33) a. (Ichweil nicht)[cpwas Cwer  t; gesaghat]
| knownot what,.. who,,,, said has

b. [cpWen, magseing Mutter t; nicht] ?
whomlikeshis mother not

15 The question of why exactly scrambling — conceived of as kingcof [e3, /v @] — has these
consequences is immaterial in the present context. Stiflwleak crossover effects, one may
assume that checking ofL,, /v, ] can provide (what used to be called) an A-binder for a pronou
that needs to be interpreted as a bound variable (see Heima&tr(1998)); and for superiority
effects, one may postulate — as is in fact done by Fanselowsaokdmann — that scrambling can
systematically avoid MLC effects.
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Given that discharge of a movement-inducing (edge or intigfeature on the
VP and vP levels in (33-ab) involves a valuationhsfth movement-related
features on the affected DP (vizy;[J] and [wh{]), the list of [X:(J] needs to
conformto f-seq on the vP level (which it doe&:{[w ])); and the list of [whJ]
needs to conform to f-seq on the CP level (which it also d(mb:]).

Against this background, the existence of superiority affevith long-
distance wh-movement (see (34-a)) and the existence of eveakover effects
with long-distance wh-movement (see (34-b)) follow withéwrther ado; see
Frey (1993), Bluring & Hartmann (1994), Fanselow (1996), iH&Mdller
(2000b), and Pesetsky (2000). Itis the presence of a @lifged:, /v o]-based)
configuration that helps to avoid superiority effects andkwerossover effects
in German, and since such features cannot be checked byistamce move-
ment to Specv/V domains (because of the Williams Cycle)egopty effects
and weak crossover effects cannot be circumvetfted.

(34) a. *Wen  hatwer, geglaub{cpdassderFritzt; mag]?
whom,.. haswho,,,, believed that theFritz likes

b. *Wen; hatseing Mutter gesag{cp dasswir t; einladen
whomhashis  mothersaid that we invite
sollten ] ?
should

3.7. Super-Raising and Other Local Movement Types

The ban on super-raising as in (35) (cf. (4-b)) can be delivedsimilar way.

(35) *Mary; seems thattlikes John

16 Assuming that restructuring infinitives are vPs or VPs inr@am, and other infinitives have CP
status (see, e.g., Fanselow (1991), Haider (2010)), itiigectly predicted that the former con-
structions permit scrambling to the matrix domain in aceot with the Williams Cycle whereas
the latter ones do not. The prediction would then also be rstructuring infinitives, unlike
structures involving CP or TP embedding, make it possibleirmumvent superiority effects and
weak crossover effects. These predictions may ultimatayeptenable, but there are intervening
factors of various kinds that blur the picture, both with etgrity effects (where a non-identity
requirement seems to hold in addition) and with weak cramseffects (where judgements are
not uniform, and differences compared with superiorityeeff have been argued to arise); see
Fanselow (1991), Kim & Sternefeld (1997) and Haider (20(1§4), among others.
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By assumption, the relevant movement-related featur®lary is [EPH; ma-
trix T bears the corresponding structure-building feafsePre]. Successive-
cyclic movement must take place via the embedded TP and CRidspand
via the matrix VP and vP domains. In the final matrix SpecT tmsiwhere
[eEPPRe] is discharged by attracting the moved DEpH on DP has the value
[Twc], which fatally violates f-seq (hence, the Williams Cyclechuse the
symbol C has not yet been removed.

The prohibition against a combination of super-raising tatnr SpecT
followed by wh-movement to matrix SpecC is derived in the samy as the
prohibition against long-distance scrambling feedingmtivement; see (36-a)
(= (14)) and (36-b): EPP-driven movement to matrix SpecTegixise to a
violation of the Williams Cycle (becau does not conform to f-seq)
which cannot subsequently be made undone by matrix wh-merem

(36) a. *Whaq seems{pCt; willleave]?
b. *What seems §p that it was saidit] ?

Other movement types that target positions in the TP, vP orakéRs (like
Scandinavian object shift, German pronoun fronting, cldiimbing in Ro-

mance, and extraposition) also cannot apply long-distaizc€P, and for the
same reason: When the (criterial) target position is redicthere will at least
be an f-seg-violating symbol C on the list of the movemetutesl feature on
the moved item, and so a violation of the Williams Cycle wil bnavoidable.
Thus, the basic generalization correlating the height eflémding site of a
movement type and its ability to apply long-distance highied at the begin-
ning of the chapter is derived.

4. Legitimate Long-Distance Scrambling and Super-Raising

There is prima facie counterevidence to the approach todpgrmovement
developed so far, in the form of well-formed cases of longfatice scrambling
and super-raising from what look like fairly uncontrovetsiases of embedded
CPs (or at least from XPs that dominate the embedded vP andifRids,
which is all that is needed to create the problem, given tbansbling and
raising target vP-internal and TP-internal positionspeesively).

Thus, long-distance scrambling from CP is an option in laggps like Rus-
sian (see, e.g., Miller & Sternefeld (1993) and Bailyn (20@hd Japanese
(see Saito (1985) and Grewendorf & Sabel (1999), among midueys) Korean
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and Persian also belong in this group), and the final landieg$ the move-
ment in these cases is clearly within the TP domain (or at leaan be; see
Takahashi (1993) for a possible exception in Japanesedtatdordingly rean-
alyzes as optional wh-movement), which is unexpected frakilllams Cycle
perspective under present assumptions. The following plafnrom (collo-

quial) Russian taken from Zemskaja (1973) illustrates ldisance scram-
bling.

(37) Vy [op pocylku ]; videli [cp kak zapakovalit ] ?
YOou-2PL  parcel.. saw how (they-)wrapped

Similarly, super-raising from CP seems to be available irumliper of lan-
guages, among them Greek (see Perlmutter & Soames (1973)cnd Alex-
iadou & Anagnostopoulou (2002), among others) and Kileghather Bantu
languages (see Obata & Epstein (2011) and references biteg)t A Greek
example is given in (38) (see Perlmutter & Soames (1979)):

(38) [op| kopeles] fenonde [cpna t; fevgun]
thegirls,,,,, seem-3pL SuBJ leave-3pPL

| take these counterexamples to be real. However, this doemaan that
the approach to improper movement developed above nee@sabandoned.
Rather, it needs to be modified in such a way that it permit&tian to some
extent, so that a less fine-grained system of deletion inegatd movement-
related features can be employed in certain constructiotisamguages’

I would like to suggest that a key to a solution of the probleyequl by data
such asthose in (37) and (38) is that category features aomtalogical primi-
tives, but can be assumed to be composed of combinationsrefefementary
features (see Chomsky (1970)); their cross-classificatieluls the standard
category labels, and underspecification with respect teetifieatures makes it
possible to refer to sets of categories as natural classgsmtactic operations.
Thus, Stowell (1981, 21) (based on earlier work by Chomsigpests that the
primitive features {£N] and [+V] yield the four syntactic categories V, N, A,
and P (via cross-classification), as well as natural clagbtsese categories

17 Also see Obata & Epstein (2011) for this general strategyt @so note that these counter-
examples also raise problems for virtually all other eriptanalyses of improper movement.
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(via underspecification): [+V] =V, A; [-V] =N, P; [+N] =N, A;fN] =V, P.

Suppose now that the categories C, T, v, and V are composaihufipe
features in such a way that C and v form a natural class, andiVdorm a
natural class. Following Chomsky’s (2000) original motiga for phases, it
can be postulated that the relevant featurets]| wherer stands for proposi-
tionality (in an extended sense): C and v are characterigg¢#t], and T and
V are characterized by f}.*® The crucial assumption now is that deletion in
the lists of movement-related features may not have to (lays can) apply
under full identity in all languages; “categorial inforrmat” in the sense of
(22-b) may refer only to a small (but fundamental) part of ¢h&egory label,
viz., information related to thetfr] status of the phase head. Given this as-
sumption, there are four possibilities: First, the fulltie® set making up a
category always needs to be considered in order to find ouhehdeletion in
feature sets applies. This is the option assumed so farghout the chapter:
A category label values the movement-related feature, afedidn of category
information takes place only under full identity (i.e., thtygmbol V deletes an
earlier V, and so forth). Second, another option is that ¢tily] needs to be
shared for deletion in feature sets to apply. This has drastisequences for
improper movement. An edge feature with the categorialrmédion T will
now delete a VV symbol in a buffer (and vice versa), and an eegeife with
the categorial information C will delete a v symbol (and weesa). The effects
are illustrated in (39-abc), for long-distance movemerth VP, vP, and TP
domains, respectively. A language that chooses this optiarhave both long-
distance scrambling (to Specv) and super-raising (to Sp&issian might be
a case in point?

18 Other features will then also have to be present to diststg@ from v, T from V, V from N, v
from n, functional from lexical categories, and so on, batsithese features will not play a role
in the analysis that follows, | disregard them here. — Alstenibat the present reasoning does not
imply that only C and v qualify as phase heads in the senseeoPtlT; they are just the phase
heads characterized by propositionality.

19 Note that in addition to cases of long-distance scramblirdhsas (37), there are indeed con-
structions in Russian that look like instances of supesimgi however, see Stepanov (2007) for
qualifications.
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(39) [+r] deletes [4r], [-7] deletes [«] (plus deletion under identity)

*
a. *1 V=) Clpm) Fl— ¥ ¥ ] | f-seq
b. |V[+«JV[—w19[+«11[—wJ’*[+w]V[—«1 | Vf-seq
C. |T[—w]V[+n1¥[—wJGHnF[—w]“H«]V[—w] | Vf-seq

The third possibility is that [#] suffices for deletion to apply in cases of cat-
egories that are not fully identical; 4} in contrast, does not. (As before,
deletion under full identity is also still available.) Thisves rise to a system
of improper movement that is more liberal than the first apti@quiring full
categorial identity) but more restrictive than the secoptiom. Now C and v
delete one another, but T and V do not. The effects are sho4Oiabc) for
long-distance movement to the VP, vP , and TP domains: S@igng is pos-
sible, but long-distance scrambling is not. This might elcterize the situation
in Greek?®

(40) [+7] deletes [+r] (plus deletion under identity)

* *
A Vi) Cpam T m) ¥ m) ¥ ) | f-seq
*| *
B Vi) Vi r S T ¥ ¥ ) | f-seq
C. |T[—ﬂV[mV[—wJG[+wJI[—wJ¥[+wJ¥[—wJ | vi-seq

Finally, a fourth option might be that it is f} (rather than [+]) that suffices
for deletion to apply in cases of categories that are noy fd#ntical. For (cri-
terial) movement to the matrix VP, vP, and TP domains, thikeagredictions
that are extensionally equivalent to the first possibikityére only full identity
leads to deletion in feature lists) under a C/T/v/V clausecture; cf. (41-abc).

20 such an analysis does not by itself correlate the avaitahifisuper-raising in a language with
some other, independently established property. Obatasteifp(2011) devise an analysis accord-
ing to which Kilega and other Bantu languages permit sugisirrg ultimately because case of the
moved item is checked in the embedded clause,¢afehtures are checked in the matrix clause.
However, in super-raising constructions in Greek, the sjipas the case (see Alexiadou & Anag-
nostopoulou (2002))p-features are checked in the embedded clause, and cas@izedss the
matrix clause. This state of affairs would seem to suggestthindependent factor related to case
or ¢-features cannot easily be identified; and whereas Kilegarstaising is problematic from an
Actitivity Condition point of view (as Obata & Epstein (201139) note), Greek super-raising is
problematic for the feature splitting approach.
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(42) [—] deletes [«] (plus deletion under identity)

* *

A Vi) CppmF = m) Vit m ¥ ) | f-seq
*| *

B, Vit Vi m Cltm B ¥ ¥ ) | f-seq
*| *

Co M Tem Vit m M=) Ol Fl— ) ¥ ) ¥ =] | f-seq

As for option (41), it is not clear whether it is actually neddgiven that refer-
ence to the full categorial information is also an option guably the default
option —, as assumed throughout this chapter). A relevaetiwalook at in this
context is ECM constructions. As observed by Abels (2008)Bader (2011),
a strict interpretation of the Williams Cycle is probleneafiexceptional case
marking (ECM) constructions are analyzed in terms of rgigim object po-
sition (cf. Postal (1974)), rather than in terms of truly emtional case as-
signment by a matrix verb to an embedded infinitival subjasti Chomsky
(1981)), and if ECM complements are TPs.

Given the present implementation, the reason is that thevast
movement-related feature on the raised object (whatei®uttimately turns
out to be; see above on similar issues with EPP-driven moretoeSpecT)
would then end up having a vals | (with the symbols v and V assigned in
the infinitive deleted by movement through matrix SpecV tdrireéSpecv).
Since, by assumption, Specv is a criterial position, suclyrdastic buffer
would violate the Williams Cyclé! However, it is unclear whether ECM
constructions should be analyzed via raising to objectjitamture contains
arguments both for and against such a view.

Thus, Stowell (1991) notes that adverbs which uncontréay$elong
to the matrix clause cannot intervene between the DP mergeah &xternal
argument of the embedded verb and the rest of the infinitieniglish; see
(42-abc) (where (42-b) is well formed only if the the advexpeatedlyis con-
strued with the embedded clause, an option that does netwitissincerelyin
(42-c)). This is an argument for exceptional case markind,against raising
to object.

(42) a. Johnpromised repeatedly to leave
b. #John believed Mary repeatedly to have left (She leftatgutly.)

21 Raising to object cannot possibly be assumed to reach theffaid, as would be required to
circumvent a Williams Cycle violation.
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c. *John believed Mary sincerely to have left

On the other hand, Lasnik (1999) points out that sentenke$4i3) in English

permit anaphoric binding afach otheby the defendantsUnless further as-
sumptions are made (e.g., about the role of linear precedertbe licensing

of reflexives and reciprocals), this would seem to suggesthie latter DP has
undergone movement from the infinitival clause into the imafiause, cross-
ing the adverbial expressiaturing each other’s trialsand feeding Principle
A satisfaction. This piece of evidence would thus seem t@stif raising to

object analysis, but not an approach to exceptional caskimgar

(43) ?The DA proved the defendante be guilty during each othgs trials.

Taken together, it seems fair to conclude that there is nonmnaversial case
for raising to object in English to be made yet. Still, for theke of the ar-
gument, let us assume that ECM constructions in English deed involve
raising to object. Then, as noted, under present assunsptioa feature list
on the movement-related feature of a moved item in a critpoaition
that invariably arises if only full categorial identity céead to symbol dele-
tion in feature lists (assuming raising to object and a TRistaf the infinitival
complement) would induce a violation of the Williams Cydiowever, if op-
tion (41) is adopted, such raising to object will create afemlist[w ] that is
in accordance with the Williams Cycle: First, the originaid/deleted by an
incoming T, and secondly, the V information resulting froaluation in the
matrix VP suffices to delete T in the feature list. (Finaly,elates the lower v
symbol.) Still, movement that crosses C and ends up in aipodielow C in
the matrix clause will continue to be rule out as ungramnaatic

To sum up this subsection, in light of languages that peronigjtdistance
scrambling and super-raising from a CP, somewhat lessatastrversions of
the Williams Cycle can be introduced alongside the origaggroach. | have
suggested that languages can choose whether full iderititiyeocategorial
information is required for symbol deletion in featuredisin moved items,
or whether identity of a major subfeature] [([encoding propositionality of a
phase head) of the full categorial information also sufficetimately, the
question to what extent individual languages make use ofdhelting more
liberal systems of improper movement can only be addresgéu thepth em-
pirical studies of the relevant constructions; this is beythe scope of the



60 Chapter 2. Improper Movement

present chapter.

5. A Further Extension: DP-Internal PP Preposing

Finally, | will discuss a possible further extension of theegent analysis.
It concerns a movement type that affects a DP-internal iposit German
has a movement operation that involves PPs and targets §peel.indauer
(1995)); in what follows | will refer to this as “DP-internBIP preposing”. The
construction is usually considered slightly substandiandjt is fully produc-
tive. A relevant example is given in (44).

(44) [op, [pr, Uber die Liebe [ das/einGerlichtt; ]] kenneicht,
aboutthelove the/a rumour know |

So far, | have been silent on whether f-seq should be asswairtprise both
the clausal and the nominal domain, or whether two sepaistgs should be
postulated. Suppose now that the former option is pursuet],raore specif-
ically, that the comprehensive f-seq is CTvVDNPhis reflects the fact that
C (rather than D) is the root node, and that nominals are &jlyiparts of
clauseg? Under this assumption, DP-internal PP preposing in locatexds,
asin (44), is inherently unproblematic from the perspecdfimproper move-
ment: Given that there are designated movement-inducidgnaovement-
related features triggering DP-internal PP preposing, (daype] on D, and
matching {v:0] on the PP), the list on the movement-related feature on the
moved PP in the criterial SpecD target position respectd\thigams Cycle:
[w]pN]l. Similarly, simple cases of extraction of some item from iD® the
embedding clause will be unproblematic from an improper@noent perspec-
tive because the extended f-seq will be maintained.

22 | hasten to add that what follows is tentative, and in someesenthogonal to my main concern
here, which has been to show that a local reformulation ofspeeific theory of improper move-
ment — viz., the Williams Cycle-based approach — becomesilgesf one adopts the concept of
syntactic buffers.

23 As a matter of fact, since V can also embed PP rather than BR iso has to be a second
option for f-seqs comprising verbal and non-verbal domaiie full f-seq is either CTvWDNP or
CTVvVPDNP, i.e., f-seqs must be branching. This does notffee argument to be made below.
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However, things should be different for Complex Noun Phi@sadition
(CNPC) contexts, where a DP embeds a CP, and some PP iterreistegtfrom
within CP to end up in SpecD, as an instance of DP-internal rRRPgsing.
Such constructions should always violate the Williams €yah contrast to
long-distance PP wh-movement that goes into the matrixselain addition
(and somewhat less interestingly from the present perispgciong-distance
PP scrambling is also predicted to violate the Williams @yglist like any
other case of long-distance scrambling (see section 3.6.).

These predictions are borne out. Consider first (45), aaust of long-
distance topicalization of a PP from an argument CP embeiidad object
DP. The example has a degraded status, but it is generallparoeived as
completely impossible, as is typical of CNPC violationshwargument extrac-
tion.?* However, (45) does not violate the Williams Cycle: In the rixepecC
position targetted by topicalization, the BBer die Liebd‘about the love’) has
its [top] feature valued gETwon], which is in accordance with the extended
f-seq.

(45) ?*[pp, Uber die Liebe ]kenneich [pp das/einGeriichf cp dasssie ein

aboutthelove  know | the/a rumour that shea
Bucht; geschriebehat ]]
book written has V[top] cTwoNeTwEN ]|

Consider next (46), which involves DP-internal PP prepg$iom within the
CP to the SpecD position. This example is completely ungratival, much
more so than one would expect if only a standard CNPC effert weolved;

in particular, the contrast to (45) is strikiRg.This follows from the present
version of the Williams Cycle: Movement originates in a CEnbe, given the
extended f-seq, in must not end in a DP domain but needs tetttrg matrix
CP domain again. RHFn (46) fails to do this; consequently, the movement-

24 For present purposes, | leave open how CNPC island effecisidsbe derived, but | assume
that it is CP (not DP) that creates the island. | will returnHis issue in the next chapter.

25 Of course, the string as such is not excluded:; if RRtonstrued wittGeriicht(‘rumour’), as in
GerUcht tber die Liehehe example becomes fully acceptable (if somewhat weircksi strongly
suggests an allegorical interpretationLdébe (‘love’)). Strong illformedness only results under
the reading indicated here, where;AB construed wittBuch(‘book’), as inBuch uber die Liehe
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related feature, which is valued in the criterial position, violates
the Williams Cycle, and the derivation crashes.

(46) *[pp [pp, Uber dieLiebe ][ das/einGeriichcp dasssie ein Buch

aboutthelove the/a rumour that shea book
t; geschriebemhat ]]] kenneich
written has know I *[ w]pNCTwen ]

Finally, in (47), PP undergoes long-distance scramblirg @NPC configura-
tion. As with other cases of long-distance scrambling inraer, the Williams
Cycle is violated, and the construction is thus correctgdicted to be much
more ill formed than one would expect if only a CNPC effect evigwolved.

(47) *Es kennt [pp, Uber dieLiebe Jkeiner [ das/einGerlch{ cp
EXPL knows aboutthelove no-one the/a rumour
dasssie einBucht; geschriebemhat ]]]

that shea book written has *[E vwDNCTwoN ]

6. Conclusion

The main result of this chapter is that it is possible to come&vith a theory of

improper movementin a local-derivational approach toayirt which phrase
structure is generated bottom-up, only small parts of sfittatructure are ac-
cessible at any given step of the derivation, and look-ala@adbacktracking
are not theoretical options. This goal can be achieved bggs)ming syntac-
tic buffers as values of movement-related features, andefoymulating the

Williams Cycle, a constraint on improper movement that hesnbargued for
in Williams (1974, 2003), Sternefeld (1992), Grewendof@3; 2004), Abels
(2008), Neeleman & van de Koot (2010), Bader (2011), and &é2014). In

the existing analyses where a version of the Williams Cyslput to use, it
is generally formulated in a non-local way, such that lang@ants of syntac-
tic structure must be scanned in order to decide whetheremgnteraction of
movement steps counts as improper or not (though see fedoln contrast,
in the reformulation that | have suggested, all relevantgseof information

are locally available; in order to determine whether theran improper move-
ment configuration or not, no more structure needs to be dered than the
moved item itself. In addition to thecality problem the new formulation of
the Williams Cycle also solves two other problems for ergtapproaches to



6. Conclusion 63

improper movement, viz., thgeenerality problenand thepromiscuity problem
The generality problem does not arise because the WilliaytéeGpplies to
all kinds of movement; and, perhaps most importantly, tfescuity prob-
lem (which consists in the fact that massive use of interatedanding sites
is difficult to reconcile with the characterization of thessene landing sites as
specific for certain kinds of movement) is solved by assurttiiag the relevant
(categorial) information of the domains that a moved iterasea through is
successively picked up and registered in a buffer on the chaeen but can
subsequently be deleted again if identical informatiore&drin; only when
a criterial position is reached does the Williams Cycle rgpiinto action and
determine whether movement has been improper or not, bxiitethe list of
categorial information on the movement-related featuth@imoved item and
comparing it with the functional sequence (f-seq).

The theoretical machinery needed to implement this apprisatthink, in-
nocuous, and to a significant extent independently motivaidven that edge
features are needed to bring about intermediate movemepd, st looks as
though the simplest solution to the problem of how to gemetla¢m that is
compatible with the Inclusiveness Condition is to copy thieel of the phase
head; and to make the resulting feature usable at all, itdae tstripped off
its original content, which nonetheless is retained as dexron the newly
generated edge feature. The central remaining assump@bristnot (as far
as | can tell) independently motivated then is that the mammelated fea-
tures on items that need to undergo displacement havea(ipjtempty lists
as values which are successively filled by the categoriakin&tion on edge
features (as regular instances of feature valuation)estbj the requirement
that a symbol on the list is deleted once an identical symbodad in. Here,
there is no disjunctive ordering, as it is typically assurf@dother kinds of
feature valuatio®

Against the background of the assumptions that | have mhdes aire var-
ious other possibilities for implementing a local versidthe Williams Cycle,
sometimes with slightly different empirical consequencesnetimes not. For
instance, one might want to do away with the assumption tmatvalue of

26 That said, instances of case stacking and constructed piuttze world’s languages arguably
also require multiple incremental valuation of a singletdea; see Nordlinger (1998), Richards
(2012), and Adger (2003), Trommer (2006), respectively.
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movement-related features is a (potentially multi-meratdgtist, and replace
it with the hypothesis that it is a single category symbolt ine briefly con-

sider how this idea can be executed. Suppose first that evesyning symbol

replaces an existing symbol as the value of the movemeatefeature; thus,
the deletion operation based on identity is dispensed witavour of a more
general deletion operation. However, other things beingkdghis would cre-

ate problems for ruling out long-distance scrambling to wiRdre the high-
est value would be V, yielding vV, in line with f-seq) and supaising to TP

(where the highest value would be v, yielding Tv, again ie lmth f-seq).

Consider next the possibility that it might suffice to keegrk of the top-
most symbol in an f-seq, in the sense that only the highest &flan f-seq that
a moved item has passed through is maintained. Such an appwoald work
for most cases, but there is a potential conceptual probéause f-seq is em-
ployedtwicein the account of improper movement: (i) to determine whethe
a new symbol can replace an existing one as the value of a meerlated
feature on a moved item (e.g., C replaces T, but matrix V datgeplace
C); and (ii) to check the Williams Cycle in criterial positis (e.g., SO as to
distinguish between criterial movement to matrix vP antkecial movement
to matrix CP). In addition, given the approach to crosstlistic variation in
section 4, there is an empirical problem with this propola(40-b), T (rather
than the highest head of the f-seq in the embedded clauseQjiis the in-
criminating symbol on a feature list, which blocks longtdigce scrambling
while permitting super-raising.

Second, one might give up the assumption that every phraaeisase
(see section 3.1. and chapter 1), or, more specifically ctige feature-driven
intermediate movement steps leading to feature valuatitinaategory infor-
mation on the moved item occur in every phrase between thepmstion and
the criterial position. Assuming, for instance, that only &d vP trigger in-
termediate movement steps whereas TP and VP do not (or, tintfiatonly
SpecC is an intermediate landing site), a system would trésuthich many
cases of improper movement could still be excluded by thdiakfis Cycle
(as involving an illegitimate Iisthat violates f-seq). Empirically, such
an approach would make predictions that are by and largeiddémno those
of the present approach (assuming that criterial movemaetike intermediate
movement, may also target SpecT and SpecV positions, asdthable to ac-
tivate the Williams Cycle). However, it may be viewed as agptoally inferior
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since feature lists would then contain only a part of the rimfation that the
f-segs contain against which they are measured.

Here is a third alternative: Assuming that the movemerateel feature
on the moved item is associated with a unique position orgf-sae might
adopt a version of the Williams Cycle stating that a movenrelated fea-
ture on a moved item cannot license (intermediate) moveinarty category
that is higher on f-seq. There are several potential probMeith such an ap-
proach, though: First, movement-related features arednrfat necessarily
associated with a particular f-seq position (this holds,,dor [D] if this is the
feature sought by an EPP T, and fai]] given that scrambling can target VP,
vP and perhaps even TP in German). Second, movement-réatiedes are
not necessarily criterial (this distinguishes Attracséafrom Greed-based ap-
proaches to movement, with the present account belongitigetformer); but
the presence of, say [wh] on a wh-phrase that does not unddrgnovement
in a multiple question does not license long-distance sbliaig of this wh-
phrase. A separate (but related) third problem is that ifetlie more than one
movement-related feature on a moved XP, this approach woale a wrong
prediction: A feature like [wh] on a long-distance scrantdb¥P cannot render
long-distance scrambling (before wh-movement) well fadrteee (34) above).
Fourth, this account is not sufficiently flexible as it starfds the previous
section’s remarks on licit long-distance scrambling angkestraising). To ac-
comodate these problems, the Williams Cycle would miniynbkve to be
reformulated in such a way that it states that there is noecidd movement-
related feature F such that the positiognfPwhich F will ultimately be checked
is lower on f-seq than the position Rust reached. However, even such a more
complex formulation (involving look-ahead) would not eeadhat | take to be
the most pressing conceptual problem with this proposad: drtderlying logic
of the present analysis would be stipulated, not derivedusTintermediate
steps (and the history of movement) would be irrelevant, @hdreas in the
present approach it always suffices to look at the moved itemedn order to
determine whether an improper movement configuration isgureor not, on
the alternative approach one has to compare the moved imoperties with
the properties of its syntactic environment. In line witfsthhe idea of tempo-
rary improper movement configurations in the derivation tizan be tolerated
for a while but must eventually be gotten rid of would play ter— but see
Heck & Miiller (2013) for an independent argument that deiores recognize,
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and try to repair as quickly as possible, temporary improp@rement config-
urations; also see chapters 3 and 4 for cases that crucfipn the presence
of more than just the value in the movement-related feature (which is also
incompatible with the first two alternative approaches nog@d in the main
text.)

In view of all these problems with alternative approachies,analysis de-
veloped above strikes me as a fairly straightforward onabgeit is both fine-
grained and potentially flexible, and (not least of all) hesmit structurally
assimilates the central operation (viz., creating bufferother syntactic op-
erations (in particular, to Agree). Needless to say, thepsed analysis of
improper movement also gives rise to a number of furthertipres and may
suggest a number of extensions. However, for reasons oé gpatcoherence,
and since the main goal throughout is to highlight the rolsywitactic buffers
in a strictly derivational approach to syntax, | will not delinto improper
movement as such any further at this point. However, | willspe two issues
that will turn out to be closely related to the account of ioger movement
given in the present chapter, both with respect to the prablney raise for
a local-derivational approach (viz., backtracking isyuesd with respect to
the proposed solution (viz., syntactic buffers): In chaptd consider remnant
movement constructions; and in chapter 4, | turn to reswmpti

27 As a matter of fact, Grewendorf (2003; 2004) and Abels (2G08jgest that a Williams Cycle-
based approach to improper movement can be modified so atdalga@over cases of two opera-
tions applying to a single iterm, but also cases of remnant movement or, more generally, pao 0
erations applying to two different itemas [ that are initially in a dominance relationy([.. 5 ... 1),

with both items eventually targetting anexternal position. This presupposes an extended version
of (10) according to which movement of eitheror 3 in [, ... 5 ...] is reflected on the remaining
item. | address these proposals in the appendix of the negteh
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Remnant Movement

1. A Non-Local-Derivational Approach: Bleeding and Counte-
Bleeding

1.1. Remnant Movement

Like the constructions discussed in subsection 2.3 of @nabptwanna
contraction, movement and reflexivization, ergative veuagative movement),
remnant movement constructions like the German examplé)ihgve been
taken as an argument for a derivational approach to syntae shey exhibit
opacity — more specifically, a counter-bleeding effect (dééer (1998)).

(1) [ve, t1 Gelesen hat dasBuch, keiner t,
read hasthe book no-one

(1) involves a combination of two movement operations.tFirere is scram-
bling from VP (to a pre-subject position which is arguablypadfier of vP —
it follows the position occupied by weak pronouns in Germanhdan precede
a subject DP that has not undergone optional movement toTpp8econd,
there is remnant VP topicalization to SpecC (or to the spaifi some other
functional head in the left periphery). More generally, remt movement con-
structions are characterized by a pre-movemaenter-3 configuration, as in
(2), in which botha and 8 undergo separate movement operations (auet-
gets amy-external position).

[ N P I
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Movement ina-over-5 configurations of this type has a number of conspicu-
ous properties. Assuming that all movement operation&lgaces (or copies),
remnant movement (i.e., movementoin the presence gf-movementin (2))
creates an unbound trace (or copy). Accordingly, the ptagseof remnant
movement constructions can be accounted for by postulapegificrestric-
tionson unbound traces (see Thiersch (1985), den Besten & Webeg[he87;
1990), Miller (1993), Grewendorf & Sabel (1994), Saito (2DACollins &
Sabel (2007) for attempts along these lines). However, dff isourse a pri-
ori preferable to account for the properties of multiple mment ina-over-

B configurations without invoking designated constraintsméng to unbound
traces; such constraints will eventually qualify as cardion-specific. In fact,
from a current, third-factor-based minimalist perspex{see Chomsky (2007;
2008; 2013), it would seem to be impossible to postulatetcaimss referring
to traces (like the Empty Category Principle (ECP) of Choynd@©81)) — let
alone constraints referring timboundtraces; and this conclusion holds inde-
pendently of whether displacement in syntactic derivatisror is not assumed
to leave a trace (copy) in the first place (see Epstein & S@8I9Z) and chapter
1 above).

As argued in Muller (1998), it is possible to come up with aaigfht-
forward, reasonably simple analysis of three conspicuoopepties of rem-
nant movement constructions (which | will cdteezing anti-freezing and
Muller-Takano generalizatiorthat does not have to resort to concepts like “un-
bound trace”, provided that @erivational (rather thardeclarativg approach
is adopted, which is alseon-localin essential respects. | address the relevant
generalizations and the derivational analysis in the nex$sctiont

1 Throughout this chapter, | presuppose that examples likddqindeed involve remnant move-
ment from amx-over-3 configuration, with scrambling preceding topicalizatiand that the three
properties discussed in the next subsection do indeed fyog®aracterizex-overs3 configura-
tions. Both assumptions have been called into question.s,The Kuthy & Meurers (2001),
Fanselow (2002), Hale & Legendre (2004) and Thoms & Walkd&18), among others, argue
against a remnant movement analysis of examples like (1gomtrast, Grewendorf (2003; 2004)
and Abels (2008), while basically assuming a remnant mone¢iaealysis of these kinds of data,
adopt some generalizations abaewbver3 configurations that are not co-extensive with those |
adopt in what follows (involving, e.g., systematic exceps from freezing and anti-freezing). For
reasons of space and coherence, and since the main focespregent chapter is on a reconstruc-
tion of an existing theoretical analysis in a slightly diffat (i.e., more local) framework rather
than on justifying this analysis, | will not discuss thestemlative proposals at this point; but
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1.2. Three Properties

1.2.1. Freezing

The first relevant generalization is that movement@ndg in a-over-5 con-
figurations as in (2) inducesfeeezingeffect if movement of3 ends up in a
higher position than movement of i.e., if the trace of5 (assuming there is
one) is bound in the final representation: A trace in a mowad ieads to ill-
formedness when its antecedent is outside of the moved iteia-aommands
the trace. Relevant German data illustrating this intésacif movement oper-
ations are given in (3-a) (with VP topicalization accompaltyy wh-movement
from VP) and (3-b) (with VP scrambling accompanied by wh-ement from
VP)?2

3) a. *Was denkstdu [vp, t; gelesen hatkeiner ty ?

what think you read hasno-one
b. *Was hat[vp, t; gelesen keiner t; ?
what has read no-one

Freezing effects as in (3) instantiate a case of transpéaher than opaque)
interaction of operations. More precisely, we are dealiith wbleedingeffect
here: XB movement bleeds XPmovement. Consequently, deriving freezing
effects ina-over{3 configurations is unproblematic under both a declarative
and a derivational approach (provided the approach is migtigtlocal; see
below): Recall that it is onlyopaqueinteractions like counter-bleeding and
counter-feeding that distinguish derivational from deaii@e approaches (see
chapter 1). As shown by Browning (1991), in a declarativerapph it suffices

to look at the output representations in (3-ab) to corredtiermine illformed-
ness. Given a constraint like the Condition on Extractiomam (CED) in (4)

see the appendix below (pp. 99-121). For present purposfgesit to say that | think there is
neither strong empirical evidence against remnant movemeaerman, nor strong evidence for
relativizing the generalizations that | will now turn to imet main text.

2 On freezing, see Ross (1967) and Wexler & Culicover (1988prg others. Culicover & Wink-
ler (2010) argue that all freezing effects can be traced lmapkocessing difficulties, and that they
can typically be improved “with context and prosody”. Whiles may be true for some of the
cases that have been discussed in the literature undeibiileffeezing’ (and that may not involve
genuine extraction), | do not concur with this assessmetfitertase of examples like those in (3).
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(see Huang (1982), Chomsky (1986), Browning (1987), Cind®80)), VR
in (3) qualifies as a barrier betwegnand its antecedemtas (‘what’) (since
VP; shows up in a specifier position), and movement therefaegitlmately
crosses a barrier.

(4)  Condition on Extraction Domai(CED):
a. Movement must not cross a barrier.
b. An XP is a barrier iff it is not a complement.

Similarly, in a derivational approach, the freezing effeah be straightfor-
wardly derived: Given the Strict Cycle Condition (SCC; sd®fsky (1973),
Perlmutter & Soames (1979), among many others), a modgraieiated ver-
sion of which is presented in (5) (= (i) of footnote 2 in chagewith variable
names changed to avoid confusion with the variable nameésused here for
the two items involved in remnant movement configuration®)yement of
XPs (which targets a lower position) must precede movement af @#hich
targets a higher position) in (3). Consequently, moveméiRy takes place
from XP, when the latter has already become a barrier, and a CED iaiolat
will be unavoidable (see (4)): Movementeleeds extraction of from «.3

(5)  Strict Cycle Conditio{SCC):
Within the current XPy, a syntactic operation may not target a position
that is included within another X®that is dominated by.

3 There is a qualification, though, that foreshadows the prablwith alocal-derivational ap-
proach | will address below. As observed by Collins (1994 )jerive illformedness in cases like
those in (3), it must be ensured that a derivation in termsludih interleaving’ is blocked where
B is moved froma to an intermediate (scrambling) position firat,is moved to its target posi-
tion next, ands is finally moved from the intermediate position to its ultimdanding site. This
derivation respects both the CED and the SCC. Collins (188g)es that it can be excluded by
(transderivational) economy considerations; in Mille998, ch. 4), | suggest that such a deriva-
tion via chain interleaving is ruled out as an instance of @mstraint on improper movement (the
Principle of Unambiguous Binding (PUB), see chapter 2),chhi argue to be derivable from
a combination of derivational and transderivational ecop@onstraints. With transderivational
constraints being widely considered dubious nowadaysyrihanted chain interleaving derivation
remains problematic, irrespective of whether a phaseebagproach is adopted or not.
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1.2.2. Anti-Freezing

The second generalization about movementiaver{3 configurations as in
(2) is that amanti-freezingeffect arises if movement gf ends up in a lower
position than movement af; i.e., if the trace of5 is not bound in the final
representation because remnant movement has applied:cd itraa moved
item does not have to lead to illformedness when its antetésleutside of the
moved item and does not c-command the trace. Relevant dateGerman are
(6-a) (= (1), with scrambling from VP accompanied by VP tagization in the
same clause), (6-b) (with scrambling from VP accompanietbbg-distance
VP topicalization), and (6-c) (with wh-movement from VP anwpanied by
long-distance VP topicalizatiort).

(6) a. [vp, t1 Gelesen hat dasBuch, keiner t,

read hasthe book no-one
b. [vp, t1 Zulesen] glaubte sie [cpt, habe [pp, dasBuch]
to read believedshe has s the book

keiner t5 versucht ]
no-one tried
c. ?[vp, t1 Zulesen] weild ich nicht[cpwas sie t; versuchhat ]
to read knowl not whatshe tried has

In contrast to freezing effects, anti-freezing effectaiovers3 configurations
distinguish between declarative and derivational appgreatecause here, the
interaction of operations is opaque. More specificallyrehis acounter-
bleedingeffect that can receive a straightforward account in a dédwnal
approach: Given the SCC, movement of X@hich targets a higher posi-
tion) must follow movement of XP(which targets a lower position). Thus,
extraction of XR from XP, takes place when XPis still in its base (com-
plement) position, in accordance with the CED; and subsgquevement of
XP2, which turns XB into a barrier, comes too late to prevent extraction. In
other words: Movement af counter-bleeds extraction gffrom «.. However,
from a declarative perspective, anti-freezing poses alenaiBy only looking

4 The last case gives rise to a wh-island effect, but thesetsfége often not very strong in German,
particularly if the item that moves from the wh-island doeshy topicalization; see Fanselow
(1987).
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at the output representations, it is not clear why the seeteim (6) can be
grammatical; we should expect a straightforward violatibthe CED because
t; is separated from its antecedea$ Buch (‘the book’) orwas (‘what’)) by

a barrier. The only possible way out in a declarative apgrpiaseems, would
be to artificially enrich the CED in the same way that Bars84t9986) mod-

ified Principle A of the binding theory in view of the counteleeding effect

with moved items that are, or contain, anaphors (cf. theudision of (15-a)

in chapter 1), and this would imply, again, stipulating tiffees of constraint

interaction (here: the SCC and the CED) by integrating ther&ction into the

formulation of a single, much more complex, constraint.

1.2.3. Miller-Takano Generalization

The third generalization about movementiover3 configurations that | will
focus on here is about cases where the two items undergo e lsad of
movement. The generalization is due to Miller (1993) anchmak1994), and
has sometimes been referred to as the “Miller-Takano gkzedian” (see,
e.g., Sauerland (1999), Pesetsky (2012)). It states thanaet XPs cannot
undergo Y-movement if the antecedent of the unbound traseats® under-
gone Y-movement, where Y stands for a movement-relatedredlike [wh]
for wh-movement, [top] for topicalization}]] for scrambling, etc.). The sen-
tences in (7) fall under this generalization. In the Germeameple (7-a), DP
scrambling from VP to a position following the subject is agpanied by
remnant VP scrambling; in the German example (7-b), DP doliagnfrom
VP to a position preceding the subject is accompanied by aetviP scram-
bling (cf. Fanselow (1991), Grewendorf & Sabel (1994), krahal. (1992),
Stechow (1992), Haider (1993), and De Kuthy & Meurers (20@fjong oth-
ers, for these kinds of data); and in the Japanese examgle Ighg-distance
scrambling of DP (which is an option as such in Japanese; l@dpter 2) is
accompanied by remnant CP scrambling (cf. Saito (1992)lllthese cases,
ungrammaticality results; i.e., anti-freezing is somelsoppressed.

(7 a. *dasdvp, t; zulesen] keiner [pp, dasBuch ] ts versuchthat
that to read no-one the book, .. tried has

b. *das9vp, t1 zulesen] [pp, dasBuch ] keiner t; versuchthat

that to read the book,.. no-one tried has
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C. *[cp, Mary-ga t; yonda-to ] [pp, Sonohon-o ] John-gat;
Mary,.,, read-COMP that book,.. John,om
itta (koto)
said fact

Again, there is a very simple analysis in a derivational apph. As has
been observed by Kitahara (1994; 1997), Fox (1995), Koizl®®5), Muller
(1998), and others, Muller-Takano generalization efféatew from the Min-
imal Link Condition. Here is why: Suppose that movement oX#&%, and
XP; is triggered by the same movement-related feature, andXhatdomi-
nates XR. In this case, XPR is invariably closer to the attracting head, and
must therefore move first; early movement of the lower X#®uld give rise
to a violation of the (generalized) Minimal Link ConditioM[C; the general-
ization consists of an extension of minimality from c-commddo dominance
contexts, thereby incorporatingelativizedA-over-A Principle as it has been
proposed in Chomsky (1973), Bresnan (1976b), Fitzpatra€0p)). There-
fore, a CED effect is unavoidable in these contexts; in @olditsubsequent
movement of XP will also have to violate the SCC if it ends up in a lower
position that is included in another phrase. Again, a datils reconstruction
of this analysis (that preserves its gist) does not seem torbeoming.

1.2.4. Dilemma

To sum up so far, in anon-local-derivationalapproach like standard
Principles-and-Parameters theory, the freezing, aeéing and Mdller-
Takano generalizations far-over-3 configurations can straightforwardly be
derived by the unstipulated interaction of three well-elshed constraints
(CED, SCC, MLC) — assuming, that is, that there are no inteiate traces
(except perhaps for those in SpecC postulated for non-€laosnd move-
ment). Unfortunately, this is not the case anymorelii@al-derivationalap-
proach is adopted, as it is required under more recent miisinassumptions.

Given the Phase Impenetrability Condition (PIC; Chomsk§0®), XP
movement from a phase can only take place via its specifidrgaen that vP
and CP are phases, at least some of the relevant movemesttifrave their
eventual landing sites in an area that is beyond the minitmed@in which they
originate. The PIC is repeated here from (1) of chapter 1.

(8) Phase Impenetrability Conditiofi*IC; Chomsky (2000; 2001)):
The domain of a head X of a phase XP is not accessible to opesati
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outside XP; only X and its edge are accessible to such opasati

If more XPs qualify as phases, more movement types will hage tltimate
landing sites in a higher phase. In what follows, | will in fassume thaall
phrases are phases (cf. chapters 1 and 2), which will thenifsgir(iput not
substantially change) the problem that arises wibwver-5 configurationsin a
strictly local approach. And the problem is this:

In the legitimate cases (anti-freezing), extraction of; XRom XP, will
have to take place immediately to an intermediate phase pagjgon,before
XPs undergoes an intermediate movement step itself. Thusosepat Y is
the first phase head above the base position of X&ch that XP (5) and XR
() must both move to SpecY because of the PIC (given a nonsizewlef-
inition of edge, pace Richards (2011)). Then, an account@fnti-freezing
effect in remnant movement constructions would seem tossite¢e a deriva-
tion as in (9), with XR moving first to SpecY, and XPmoving to another
SpecY position after that, in line with the CED.

(9)  Anti-freezing, first intermediate steps

a. [y Y[xp,e XP;? [x,” X2 ... 1]
b. [y XPiP [y Y [xpye t1 [x,” Xz ... 111
C. Ivp [xpoe ti [xyr Xo o T [y XP1P [y Y 12 1]

In contrast, in the illegitimate cases (freezing and Méillakano generaliza-
tion), it looks as though extraction of XHrom XP, will have to follow the
first intermediate movement step of XPso as to produce a CED violation.
This is shown in (10) and (11), respectively.

(10)  Freezing, first intermediate steps

a. [y Ylxp, XP1% [x,r X2 .. 1111
b. [y [szb XP1% [y, Xo . 1 [y Y]]
C. *yp XP1® [y [xpyr t [xyy X2 oo [T [y Y2 ]]

5 Here and in the following two subderivations, the letters 4md “b” stand for different
movement-related features that will eventually be chedikedhigher position but are not checked
in the intermediate positions. The sole purpose of thesebeigis to enhance perspicuity; they
play no role in the analysis.
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(11)  Muller-Takano generalization, first intermediate steps

a [y Y[xp,e XP1? [y, Xo ... 1111
b. [y [xpoe XP1% [x, Xo . [1 [y Y12 ]]
C. *[vp XP1? [y/ [xpye t1 [xyr X2 - [1 [y Y t2 ]

However, the problem is that it looks as though the decisiaistrtbe made
at a point in the derivation (viz., at the YP level) when thkevant informa-
tion (concerning where Xfand XR will eventually end up, and concerning
the question of whether XPand XR will eventually check the same kind of
movement-related feature or not) is not yet present: Irhadld cases, there is
just PIC-driven intermediate movement of both X&hd XPB;. This problem
could only be solved at this point if look-ahead were pemmliih syntax (in vi-
olation of locality) — but even granted that, there does metisto be an obvious
possibility to evem technically formulate a look-aheadlgsia. On the other
hand, at a later point, the relevant distinction is losth¥Ps are in specifiers
of phase edges from the first cycle onwards, and invoking B @ill be im-
possible from then on. This problem could only be solved dibaacking were
permitted in syntax (in violation of both locality and strayclicity), such that
information is made available specifying whether some iteam moved out
of XP5 at an earlier stage of the derivation, and whether this itamaiready
reached its criterial positioh.

For these reasons, we end up with a severe dilemma: Corerpespef
movement im-over-3 configurations do in fact not follow anymore if a local—
derivational (e.g., phase-based) approach is adoptediein of this, | will
develop a new analysis, one that does not account for the ffaeeralizations
in terms of the CED anymore (because this constraint’sictvindow in «-
over configurations comes too early); thus, | do not classify thabjem at
hand as a look-ahead issue. | take it to be unavoidable (inaé-derivational

6 One might think that reference to the movement-relatecufeadn the intermediately moved
item (“a” and “b” in the above subderivations) could help toid these problems. This is not the
case. Even if one were to assume that edge features triggetermediate movement steps to
phase edges are sensitive to the nature of the criteriafiggoshat the movement will ultimately
end up in (see references on page 8 above for such a propibsaifould at best help with the
Muller-Takano generalization, not with freezing and dreezing: In these latter cases, the crucial
factor is therelative heightof the two criterial positions (which do not even need to bthinsame
clause), and this information cannot be encoded by a siegieife.
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approach) that the relevant stage of the derivation whesadiécided whether
movement ina-over+3 configurations is legitimate or not does indeed (po-
tentially) arise only late in the derivation, when a moveshithas reached
its ultimate, criterial landing site, and the problem at dhéimen emerges as a
backtracking issue since information from earlier deivadl stages must be
accessed. Against this background, | would like to sugdpegtdrucial aspects
of (recent) movement stepsdnover3 configurations are recorded oaffer,

in the form of a list that acts as the value of the movemerztteel feature.

2. A Local-Derivational Approach: Counter-Feeding and Feding

2.1. Defective Valuation of Movement-Related Features

The starting point of the new analysis is the hypothesisrtfranant movement
is not completely unproblematic from a theory-internaipaif view.” On this
view, languages ideally want to do without situations intayrwhere some
item S moves out of a category that itself needs to undergo movement, be-
cause of the intermingling of dependencies and the potentidiguities that
ensue. However, this does not mean that remnant movemextligled, and
that a-over+3 configurations are ruled out by stipulation as possible cEgir
of well-formed derivations; it just means that there is a@tio pay. For con-
creteness, | would like to suggest thatdifmoves out ofa in an a-over3
configuration like (2), repeated here as (12)s contaminated g provides a
defective value for''s movement-related feature (e.g., [wh], [topl]], which
invariably brings about a crash of the derivation if it is rehoved in time, be-
fore a criterial position is reached; thus, the movemelatted feature acts as a
buffer that stores a crucial aspect of an earlier part of yiestic derivation.

(12) B

7 This contrasts with Stabler (1999) and Koopman & SzaboRB00), where it is assumed that
remnant movement is completely innocuous; Stabler's aggimenters around the size of deriva-
tions with and without remnant movement. However, Kobelel(® (in fact elaborating on an
earlier conjecture in Stabler (1999)) shows that remnantament increases generative capacity,
and | take this to be indicative of the problems with remnantement presupposed in the main
text.
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This does not keep: (or 5) from undergoing movement itself; tamporary
contamination of a movement-related feature is unproblienas long as a
criterial position has not yet been reached. A moved iteman in princi-
ple decontaminat@ categoryx again by removing the defective symbol; but
this only happens whefi itself reaches a criterial position, under c-command.
Thus, thetiming of movement steps af and 5 will be crucial. Criterial rem-
nant movement of is legitimate if 3 has been able to remove the fatal value
from s feature list before the criterial movement step; otheevdriterial rem-
nant movement o is illegitimate.

At this point, two questions arise. First, what is this featvalue that turns
an XP« from which extraction of3 has taken place into an illegitimate item?
And second, why does such a feature value of a movemeneddigature on
« lead to illformedness unless it is deleted befareecaches a criterial posi-
tion? The answer to the first question that | would like to dieee is that the
incriminating feature value that gets froms wheng moves out oty is 8’s in-
dex® Consequently, contamination and decontamination of mevesrelated
features im-over8 configurations can be defined as in (13).

(13) a. Contamination
Movement of/3 from a position withinx to a position outside of
a values a movement-related featyren o with 5's index.
b. Decontamination
Movement of 5 to a criterial position deleteg’s index on all
movement-related features of items that c-command it.

Removal of a defective value under c-command in (13-b) caridweed as an
instance of Agree, with the feature bearing the defectiveevana acting as
a probe. Crucially, this only becomes possible wivdmas reached a criterial

8 This implies that | do not follow Chomsky (1995) in assumihgttindices on syntactic categories
do not exist. However, indices are standardly taken to beeteanyway for semantic interpretation
(see Heim & Kratzer (1998)); and it is also worth pointing ¢t indices do not violate the
Inclusiveness Condition or the No Tampering Condition egithat they are present before the
syntactic derivation starts. That said, other optionst(thgister prior extraction of from «
without using indices) would be readily available, as losglee value orx’s movement-related
feature thatx gets froms uniquely identifies3. (Note incidentally that this role cannot be played
by category labelsotherwise any category with the same labefBasould decontaminate;, not
justB.)
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position; before that}’s index does not qualify as a proper goal.

Now that it has been clarified how registers extraction of in «-over-
B configurations by acquiring’s index as a value of its movement-related
feature, the second question can be addressed: How can $eatuee value
lead to illformedness? One possibility might be to simplguase that this is
due to a specific constraint stating that such values aretevated in criterial
positions; see the Index Filter in (14).

(14)  Index Filter.
A movement-related feature (like [wh], [top]]) must not have an
index as (part of) its value in a criterial position.

However, closer inspection reveals that such an extra @nsts actually not
necessary: The Index Filter is straightforwardly derieabhder the assump-
tions about syntactic buffers made in chapter 2. Recall lthatve proposed
that the value of movement-related features is not a simypitisl like “+” or
“~" but rather a list — more precisely, a queue of categomlsyls (a first-
inffirst-out list) that is successively generated by movensteps, recording
all category labels passed by the moved item on its way to ltireate land-
ing site and deleting symbols at the bottom of the list undentity with new
incoming symbols. This way, proper and improper movementiealocally
determined (in improper movement configurations, the syidtdhat acts as
the value of a movement-related feature on some moved itesimt conform
to the functional sequence (f-seq) of heads in a clause harsdsiolates a local
version of the Williams Cycle (cf. (24) of chapter 2, repebkere as (15)),
which states that the information on a list of a movemeruatesl feature must
conform to f-seq when a moved item reaches a criterial ositi

(15)  Williams Cycle
Information on a list of a movement-related feat@renust conform
to f-seq wherg is checked by an inherent structure-building feature
[e5 ] Of a phase head (i.e., in criterial positions).

Thus, a typical feature value of an object wh-phrase that uredergone
long-distance movement from an embedded clause to Speddoek like
[wh: CTwV ]|, which conforms to f-seq. In contrast, a DP that has undeggo

illicit long-distance scrambling from a finite CP will lookke [E:,
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which does not conform to f-seq.

Against the background of this analysis, it is clear why thdek of 5 as
(part of) a value of a movement-related featurenomill lead to illformedness
in criterial positions: Such an index invariably brings aban f-seq viola-
tion because it is not a category label arah therefore never show up in any
well-formed f-se@which consists only of category labels by definition); tlaus
movement-related feature with a value like [ ¢an never conform
to f-seq. In sum, then, the Index Filter in (14) can be deragd theorem of a
local—-derivational approach to improper movement basati®hVilliams Cy-
cle: The Williams Cycle not only rules out improper moveméralso blocks
aremnant XP in a criterial position that has an index of sotheratem as part
of the value of its movement-related feature.

It remains to be shown, then, how the Williams Cycle is viethin freezing
and Muller-Takano generalization environments (becausé@icriminating in-
dex on the remnant XR’s movement-related feature has not yet been removed
when o reaches a criterial position), and respected in anti-fnrgezontexts
(because the incriminating index has successfully beenvedwher enters
a criterial position). Thus, everything now boils down te timing of syntac-
tic operations. As | will argue in the next subsection, inelegently motivated
constraints on the timing of syntactic operations coryeptedictfeedingin
the good (anti-freezing) contexts, andunter-feedingn the bad ones (freez-
ing, Muller-Takano).

2.2. On the Order of Movement Operations

Minimalist syntax envisages certain basic operationstmatably Merge (‘ex-
ternal Merge’), Move (‘internal Merge’) and Agree. Thesetgtions may in-
teract with one another in syntactic derivations, therettgptially giving rise
to feeding, bleeding, counter-feeding and counter-blegdelations (see sec-
tion 2.3. of chapter 1). The question then arises of whetteretare restrictions
on the order of elementary operations. This issue is higdlsvant in deriva-
tional approaches to syntax since resolving the order invemeor the other
may make radically different empirical predictions. A wkflown example
involves English expletive constructions; consider theteece pair in (16).

(16) a. Thergseems{pt; to be [pp SOmeongin the room]]
b. *Therg seems{p someongto be [ppts in the room]]
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As observed by Chomsky (2000), if Merge (of the expletivere ) precedes
Move (of someong) on the TP cycle, (16-a) is predicted to be the correct out-
put; in contrast, if Move precedes Merge on the TP cycle, weeek(16-b)
to be well formed. The distribution of grammaticality in j1&n therefore be
taken to support a general principierge over MoveCloser scrutiny reveals
a surprising number of general principles determining tldeoof grammatical
operations that have been suggested over the last detades.

In what follows, | will make the following assumptions abdhbé order of
operations in the case of multiple movement to phase edges.

(17)  Movementto phase edge

a. Ifac-commandg in the pre-movement structure, themimoves
first, andS moves after that, to lwer specifier.

b. If « does not c-command in the pre-movement structure, the
order is not fixed; the second item that moves ends ughigtaer
specifier.

(17-a) states that in cases of multiple movement of the sgme bf items
that are in a c-command relation, the derivation proceedsitling in; see
Richards (2001) and Branigan (2013), among many others Famd& Pe-
setsky (2005), Stroik (2009), Unger (2010) and Assmann &kHe613) for
related concepts). (17-b) will permit movement/fo apply first ina-over-

B environments (where, 8 both initially undergo intermediate movement),
which is a precondition for CED satisfaction of any derigatin which this
configuration occur®? The assumptions in (17) can arguably be shown to

9 Here are some proposals: ¢jtrinsic ordering{Chomsky (1965), Perimutter & Soames (1979)),
possibly with free variation to capture cross-linguistariation (Georgi (2014)); (iipbligatori-
ness vs. optionalitgPullum (1979)); (i) specificity(Sanders (1974), Pullum (1979), van Koppen
(2005), Lahne (2012), Georgi (2013)); (ienti-specificity(Chomsky (2000; 2001) — note that
ordering Merge before Move has originally been justified $swaning that Merge is the more gen-
eral, i.e., less specific, operation); @&tyict cyclicity (McCawley (1984; 1998)); (vistrata/levels
(Chomsky (1981): D-structure, S-structure, LF/PF; Rieifks®l Williams (1981): NP-structure);
(vii) rule vocabulary(Arregi & Nevins (2012, ch. 6)); (viijminimal searcHChomsky (2013)).

10 Thus, the MLC must not force movemente®fin [, ..,3... ] configurations, at least not if both
items undergo intermediate movement steps driven by edgarés. More generally, the MLC
will play no role anymore in the account of the Miller-Takageneralization to be developed
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follow from more elementary concepts, but for present psgsd will sim-
ply take them as giveht On this basis, let me now turn to the three gener-
alizations about movement im-over-3 configurations. It will turn out that
the interaction of the assumptions about the order of @itand intermediate
movementin (17) and the assumptions about contaminatidecontamina-
tion of movement-related features in (13) correctly predibe distribution of
anti-freezing, freezing, and Muller-Takano effects#over-5 configurations.

2.3. Feeding vs. Counter-Feeding: Generalizations Detive

2.3.1. Initial Steps

To begin with, recall that | assume that all phrases quakfyphases. Thus,
the PIC forces intermediate movement through every inténgephrase edge
domain on the way to the criterial landing site of a moved itémrthermore,
the CED and the SCC continue to hold (in contrast to the MLC).

In all cases, the decisive stage of the derivation startswiie higher XR
() has merged with a head Y, as a complement, where (5 has earlier
undergone movement to XB specifier (for PIC reasons); cf. (18-a). In the
first step, XR must now move out of X§, to SpecY (if XB moves first, the
CED will be violated); cf. (18-b). Such movement is typigalinproblematic
because a fixed order of operations is not required herel@fb}. However,
movement of XP contaminates Xfby valuing X's movement-related fea-
ture (y) with XP;’s index, thereby creating a situation that must be remedied
before XR reaches a criterial positioR. In the next step, X moves to an

below. See Muller (2011) for arguments against the MLC, awdafproposal of how to derive
most of the intervention effects that it is supposed to cover

11 See Miiller (2013) for discussion. Basically, (17) can bearstbod in such a way that it brings
about aminimization of changes to existing structyras required under a (non-categorical) ver-
sion of the No Tampering Condition (NTC, Chomsky (2007; 200®&L3)) that incorporates Pul-
lum’s (1992) assumptions about the origins of cyclicity:c®@rstablished, linear order is preserved
throughout the derivation as much as possible (i.e., asdsrtgggers for movement can be satis-
fied, etc.), even at the cost of minimally counter-cyclicking in operations (cf. (17-a)); but such
violations are not permitted when maintaining linear orderot an issue (cf. (17-b)).

12 Throughout, | gloss over the X/XP distinction here, and ppgwse that an appropriate theory
of pied piping ensures that XP is moved when X bears the movemséated feature; see Heck
(2008) for comprehensive discussion.
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outer SpecY (because of the PIC and (17-b)); cf. (18-c), thithmovement-
related feature of XP, now bearing a contaminated value:Y1].*3

(18) Initial steps ina-over+3 configurations

a. YP
/\Y’
/\Y/
N
Y XPs
b.
C.

13 Here and in the remainder of this chapter, | abstract away ftategory symbols on buffers
of movement-related features of items from which no eximachas taken place, such as X
(18). This is purely for ease of exposition, and unproblécrgihce standard instances of improper
movement (as they figure prominently in chapter 2) are natsats in the present context.



2. A Local-Derivational Approach: Counter-Feeding anddieg 83

2.3.2. Intermediate Steps

Consider next what happens on intermediate cycles, wheheXi® (o) and
XP; (B) undergo intermediate (edge feature-driven) movemergéoifier do-
mains, as required by the PIC. Given (17-a), the two intefatednovement
steps must be order-preserving, with the first, higher itdma (emnant cate-
gory XP,) moving first, and the second, lower item (X¥Pnoving afterwards to
a lower specifier, by tucking in; see (19). Of course, thisgratcan be applied
recursively, leading to order-preservation with multipvement spanning
arbitrarily long distances.

(19) Intermediate steps in-over3 configurations
ZP

XP3[y:ZY1] z'

P
XP,  Z
P

YP
/\Y/
AY/
;v

Finally, building on either (18-c) or (19), criterial movemt steps of either XP
(8), XP; (), or both XB and XR can take place, giving rise to anti-freezing,
freezing, and Muller-Takano effects.

2.3.3. Anti-Freezing

In the case of anti-freezing as in typical remnant movemenstuctions like
those in (6) (with a relevant example repeated in (21)),rad&, undergoes
intermediate movement first. Subsequently, criterial moset of XR takes
place to an inner specifier, which then removes Xihdex from XR. XP, is
free to undergo criterial movement in accordance with thiidifis Cycle from
now on. Thisfeedingeffect in anti-freezing configurations (decontamination
feeds criterial remnant movement) is shown in (40) ¢ignals intermediate
movement of XB, subsequent criterial movement of XPand[s] index
removal (while XR is c-commanded by XB; as in chapter 2, a box around a
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category indicates that the category has reached a ckipes#ion).

(20)  Ciriterial steps inc-over+3 configurations: XP
WP

XPs[v:WZY-] « (Vf-seq)

(21)  [vp, t1 Geleser] hat dasBuch, keiner ty
read hasthe book no-one

2.3.4. Freezing

In contrast, freezing configurations as in (3) (also see)(2®plve counter-
feeding Criterial movement of XlPcomedar too late to remove the fatal index
from XP,: XPs undergoes criterial movement when it still has a contarethat
value on its movement-related feature and thereby viotatge®illiams Cycle;
see (22). Here, XPhas a defective value 1 in a criterial position, and; XP
is far from being able to remove the incriminating symbol Tdese it has
undergone intermediate rather than criterial movemeelfittn addition, note
that movement of XPwould have come too late anyway (this will become
relevant below).
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(22)  Criterial steps inc-over+3 configurations: XB
WP

/\
. (e

XP; W’

T
ZP

/\Z’

N

ZI

=

N

(23) *Was denkstdu [vp, t; gelesen hatkeiner ty ?
what think you read hasno-one

2.3.5. Miller-Takano Generalization

The third possible continuation of a derivation involvingterial movement

is that both XB and XR undergo criterial movement to a given specifier
domain. This is the situation underlying Muller-Takanoeets as in (7) (a
relevant example is repeated here as (25)), and the derivatso involves
counter-feedinginder present assumptions: This time, criterial movemeént o
XP; comesa bit too late to be able to remove the fatal index fromy;XP
Given (17-a), XB undergoes criterial movement first and thereby violates the
Williams Cycle; cf. (24). Subsequent criterial movemen¥; (via tuck-
ing in) creates a configuration in which the defective indax, could be
removed (signalled b)), but at this point of the derivation, the damage has
already, and irrevocably, been done.
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(24)  Criterial steps ina-over+3 configurations: XP & XPo
WP

(*f-seq)

(25) *dasqvp, t; zulesen] [pp, dasBuch ] keiner t; versuchtat
that to read the book,.. no-one tried has

2.3.6. Criterial Initial Steps

The discussion so far has presupposed that the initial tpesan (18-a) are
two intermediate movement steps, and this is arguably tb®ypical situa-
tion. Still, it is worth investigating whether the conclass concerning anti-
freezing, freezing, and Miller-Takano effects can be nadmetd if XP;, XPs,

or both XR and XR, undergo extremely local criterial movement to SpecY
positions in (18)-*

14 Such a situation cannot occur if extremely local criteriaivement is blocked; see Boskovi
(1997), Abels (2003; 2012a), and Grohmann (2003)) for psajsoto this effect. Throughout the
present chapter, the analyses presuppose that extrencalyintermediate movement is available
(given that every phrase is a phase); but this does not reedgssiply that extremely local criterial
movement is also an option. As a matter of fact, given thasthesture-building features triggering
the operation are provided in the course of the derivatiothenformer case, whereas they are
intrinsically present on heads in the latter case, one nuighisibly argue that whatever constraint
blocks extremely local criterial movement (e.g., econoasyin Abels (2003)) does not also have
to block extremely local intermediate movement. Still, staeonsiderations notwithstanding, in
view of the highly local nature of some of the criterial scldimg operations involved in relevant
examples, | will assume in what follows that extremely looadvement is an option, in both
criterial and intermediate contexts; i.e., there is no trair# whatsoever demanding anti-locality.
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There are three cases to be addressed. FirstuXBergoes criterial move-
ment to SpecY in (18-a), and XRindergoes intermediate movement. IfXP
moves first, and XPmoves after that, this violates the CED (it does not pro-
duce a counter-feeding effect of the same type as seen inb@use the
value of XR's movement-related feature is not yet contaminated byaetitin
of XP;). Alternatively, XR is extracted first, thereby contaminating X$
movement-related feature with its index. Subsequentr@itenovement of
XP, (to an outer specifier of Y) will then violate the Williams Ggc

The second possibility is that XRindergoes criterial movement to SpecY
in (18-a), and Xk undergoes intermediate movement. X&traction can
(given (17-b)) and must (given the CED) apply first, whichtémdiates XP's
index on the value of Xf’s movement-related feature. Next, XBndergoes
intermediate movement to a higher specifier position of g @@ incriminat-
ing symbol is deleted again on XPunder c-command. So, this derivation is
legitimate, as suggested by the empirical evidence. Foaricg, a sentence
like (21) is also possible in German if the scrambled, X8llows rather than
precedes the subject DP, which may in turn be assumed to lie,iinsSpecv;
cf. (26-a). An argument for the low (in situ) positionkdiner(‘no-one,,,’) is
that there is an option of a preceding unstressed pronoumimally different
double object constructions; also see section 3 below}26fb).

(26) a. |vwp, t1 Geleser hat keiner dasBuch; t»
read hasno-onethe book
b. [vp, t3t; Geschenkt hatihm; keiner dasBuch; t
given hashim,,; no-one,,,,, the book,...

The third and final possibility to be discussed here invotsdeemely local cri-
terial movement of both XPand XR to SpecY in (18-a). Again, XPneeds to
extract first (because of the CED), which contaminates.)dhce decontami-
nation can only take place when XB-commands XPB, XP, must move next,
thereby immediately giving rise to a violation of the Wit Cycle. Thus, the
order of operations is (i) criterial movement of XRii) valuation of Xk, with
XP;'s index, (iii) criterial movement of XP (giving rise to a violation of the
Williams Cycle), and (iv) deletion of XPs index on XRB (which comes too
late).

Consequently, for the three cases involving one (or twdggal initial
movement steps, the analysis makes correct predictiommutifurther ado:
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There is a freezing effect in the first case (only Xthdergoes local crite-
rial movement) that is derived in terms of counter-feedihgecontamination
by criterial movement of XP (which comes much too late); there is an anti-
freezing effect in the second case (only X&hdergoes local criterial move-
ment) that is derived via feeding of decontamination of, Xk criterial move-
ment of XR; and there is a Muller-Takano effect in the third case, ddalie
as counter-feeding of decontamination by criterial mowvetnoé XP; (which
comes a bit too late): The timing of operations is crucial.

To sum up, assuming that remnant-creating movemer iof o-over3
configurations does not come entirely for free but involves ¢reation of a
temporarily contaminated value on the movement-relatatiife of the rem-
nant XPa which must eventually be removed by criterial movement othe
freezing, anti-freezing, and Muller-Takano generalmasi can all be shown
to follow from independently established restrictions oultiple movement:
On this view, examples subsumed under the freezing and Mrdlkano gen-
eralizations emerge as counter-feeding effects, witkeigat movement ofs
applying too late in the derivation.

3. Consequences

The analysis makes a number of further predictions. | wilcdss three of
them, concerning (i) multiple remnant movement, (ii) thegse of Muller-
Takano effects, and (iii) temporary defectivity.

3.1. Multiple Extraction, Multiple Remnant Movement

The analysis is compatible with multiple extraction fromeannant XP, as in
(27). Here, there is both pronominal object shifesf ('it’) and scrambling of
dem Fritz(‘the Fritz’), and both items are extracted from MRhile the latter is

still in situ, thereby contaminating it with their separatdices (recall that the
value of a movement-related feature is a list). Both indeessubsequently
removed from VB when DR and DR reach their respective criterial landing
sites, and when VVPreaches the topic position, it has the value of its movement-
related feature restored to normalcy.

(27)  [vp, t2 t; Gegebenhates dieMaria  am Ende [pp, dem
given hasit,.. theMaria,,,, in the end the
Fritz] t3
Fritzgq:
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The analysis is also compatible with multiple remnant mogetnas in exam-
ples like (28-a) vs. (28-b) in German (see den Besten & Weltlel{1990)).

(28) a. |p, t2 Gerechnet hatday wieimmer keiner ts [pp, t; mit]

counted hasthereas alwaysno-one with
b. *[ve, t2 Gerechne} hatda, wieimmer [pp, t; mit] keiner t3
counted hasthereas always with no-one

Under the analysis in Miller (1998), (28-a) involves a comaltion of scram-
bling of da; from PR, (globally string-vacuous) extraposition of the remnant
PR, from VPs, and topicalization of the remnant YPsuppose that this is in-
deed correct (also cf. the appendix to this chapter belovijerthe present
assumptions, this derivation is unproblematic (an instaofcanti-freezing):
The R-pronourda; is moved from PR while the latter is in situ, thereby cre-
ating a defective value on BB extraposition feature that can be removed after
da; has reached its criterial scrambling position, beforg R&s reached the
(higher) extraposition position. Furthermode; and PB both undergo move-
ment from VR while the latter is still in situ, thereby contaminating itthv
their indices; but decontamination can take place for beflective values of
VPs3’s [top] feature before VP actually reaches its criterial position (which
is higher than that of PF. In contrast, in (28-b), PPundergoes scrambling,
and reaches this position befate; shows up inits criterial position and has
a chance to remove the illicit feature value on,PFhus, there is a freezing
effect.

The underlying logic is shown schematically in the abstderivation in
(29), for three phrases (XPXP,, XP3) that all need to ungergo movement.
First (see (29-a)), XPmoves to SpecX X3 is merged with XB, and XR
moves on to Specy thereby contaminating XRwith its index (this movement
must apply before movement of XPBecause of the CED).

Second, (see (29-b)), XRilso moves to SpegXa new head Y is merged
(possibly also a new specifier, here indicated by WP), and K& and XR
move (order-preservingly) to SpecY, thereby contamimgg; with their in-
dices. Movement of Xfand XR must (given the CED) and can (given (17-b))
take place before movement of XPMovement of XR can be intermediate
or criterial at this point. If it is criterial, removal of X index on XR (and,
subsequently, Xp) will take place within YP already. Although this would
seem to be the case in (28-a) (where YP = vP; XPVP3, XP; = PR, and
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XP; = DPy, and scrambling of DPends in Specv), let us consider the more
complex derivation where XPhas not yet reached a criterial position on the
YP cycle, for purely expository purposes.

Thus, third (see (29-c)), XFmoves to SpecY, a new head Z is merged (with
possibly also a new specifier, here indicated by UP), ang] XP,, and XR all
undergo movement to SpecZ, in that order, and maintainiagyprvement c-
command relations (given (17-a)). Suppose that XiRdergoes criterial move-
ment to SpecZ, whereas XRnd XPB;, undergo intermediate movement. As a
consequence, XRFremoves its index from Xfand XR;, which c-command it
in ZP.

Fourth and finally (see (29-d)), a new head is merged (R). XRlergoes
criterial movement on the next cycle (here: to a right-peeial position, as in
(28-a), but this issue is orthogonal), whereag Bl undergoes intermediate
movement (before that). At this point, the derivation igualy indistinguish-
able from the standard example of anti-freezing with remhmaovement in
(20): XPy's criterial step decontaminates XPand XR is free to move on
in what follows; there is no danger anymore of violating théligins Cycle
(unless, of course, a standard context of improper moveisentated).

(29)  Multiple remnant movement: anti-freezing

a. Generation of the first remnant category
X3
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b. Generation of the second remnant category
Y/

XPy:[v:YX1] \Z

YI
Y
X's
%
3
N
X3
c. First decontamination
ZP
XP3:[6:Z2Y-2] <~ - z
)
XPy:[yZYX-] «[5] Z' (Vi-seq)
( -
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d. Second decontamination
RP

XP3[6:RZY-——]«- - . R (Vf-seq)

Clearly, if XP; fails to undergo criterial movement before X&nd XR (as in
(28-b)), or if XP, fails to undergo criterial movement before XRhe deriva-
tion will crash.

3.2. The Scope of Muller-Takano Effects

The present approach makes a prediction that is differemnt the accounts of
Miiller-Takano generalization effects highlighted in smetl.2.3 above. The
prediction is that remnant movement should be possiblejdlation of the
Miiller-Takano generalization as it is formulated abové& remnant X has
the same movement-related feature ag it checks this with some higher
head in the clause. The reason is that ungrammaticality ognoccur if the
feature is checked in the same domain; if@®es not check the feature in the
same phase edge as XR can be decontaminated before it reaches its criterial
position!® At present, | take it to be an open question whether this lotglor
identical movement operations irover-3 configurations is desirable or not.
A straightforward way to close it would be to assume thatdtisra one-to-
one correspondence between movement-attracting featncethe functional
heads on which they occur. Still, an approach recogniziisgdophole might
possibly receive empirical confirmation. For instance, 9edow (2002) and
Hale & Legendre (2004) argue that sentences like (25) (teddeere as (30))

15 Note that this consequence is in fact one that also ariseakiarib’s (1994) original approach.
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improve with a rise/fall (I-topicalization) intonationphttern that might indi-
cate that a higher functional head is targetted by the VRifigroperation than
by prior DP scrambling (see Frey (2000; 2004)).

(30) *dasqvp, t; zulesen] [pp, dasBuch ] keiner t; versuchtat
that to read the book,.. no-one tried has

If different movement-triggering features are involvedhe two positions tar-
getted by DR and VR, both analyses of Miiller-Takano effects discussed
the present chapter would be able to accomodate a possilgioestion of
(30) under I-topicalization. If, however, the same movetvirducing feature
is involved (viz., a feature that uniformly triggers all kism of scrambling in
German, like E]), then an improvement under I-topicalization would fallo
under the local-derivational approach in terms of contation and decontam-
ination of syntactic buffers, but not under the non-locakiational approach
based on the MLG®

n

3.3. Temporary Defectivity

As a consequence of the buffer-based analysia-olver3 constructions, a
remnant XB («) is not uniformly the same kind of syntactic object througho
a derivation. At the very beginning, before extraction frivtakes placeq is
a legitimate object; and it also qualifies as a legitimateecb@s soon as the
item that has undergone movement out ob,X¥z., 5) has reached a criterial
position, and index removal is effected. Howeweris defective in the inter-
mediate parts of the derivation, after extractionsoénd before the criterial
movement step of. Therefore, it seems plausible to venture the hypothesis
that the temporary defectivity of a remnant XP in the middi&active life
cycle should be reflected in a special behaviour with resfpeother syntac-
tic processes, and since the incriminating symbol is anxindle may expect
problems to arise in index-sensitive domains like bindind scope.

Consider binding first. For concreteness, suppose that paearily defec-
tive remnant category, as well as the items contained in it, cannot participate
in the computation of binding principles. With this in minghnsider the sen-

16 Similar conclusions hold for allegedly acceptable casdsfoflislocation of remnant VPs; cf.
Fanselow (2002) vs. Miiller (1998).



94 Chapter 3. Remnant Movement

tence in (31).

(31) “?lvp, DemPeter t; zugeben jweild ich nicht[cp, was;

the Petep,; togive knowl not what, ..
Maria  denkt[cp, dassKarl t; versuchersollte ]]
Maria,, ., thinks that Karl  try should

In (31), there is long-distance wh-movement of;D@the least deeply embed-
ded SpecC position, plus long-distance topicalizatiomefremnant VE. The
resulting sentence is only mildly degraded, like other sasfe(non-adjunct)
topicalization across a wh-island in German. The presealyais predicts that,
as a result of contamination by RRxtraction, VB has a defective value on
its movement-related feature ([top]) in the subpart of teewation that starts
with the most deeply embedded vP and ends with.GBiven the above as-
sumption about the consequences of temporary defectmitginding theory,
the prediction is that the R-expressidem Peteras part of the remnant 4P
cannot participate in the computation of binding principée these stages of
the derivation. More specifically, it is predicted to be immauo Principle C
effects at these stages (but not before or after these $tdgerestingly, this
prediction seem to be borne out. This is shown by the thrempbes in (32).

(32) a. *[vp, DemPeter t3 zugeben jweild ich nicht[cp, Wwas;

the Petep,; to give knowl not what, ..
Maria  denkt [cp, dasser; (selbst)ty versuchersollte ]]
Maria,, ., thinks that he (self) try should
b. ?[vp, DemPeter t3 zugeben jweild ich nicht[cp, was
the Petep,; togive knowl not what, ..
en (selbst)denkt [cp, dassMaria  ty versuchersollte ]]
he (self) thinks that Maria,,,,, try should

c. *[ve, DemPetef t;zugeben jweild er (selbst)nicht[cp,
the Petep,; to give knowshe (self) not
wag Maria denkt [cp, dassicht, versuchersollte ]]
what,.. Maria,,,, thinks that | try should

In (32-a), there is a clear Principle C effect, in additiortie mild wh-island
effect. Here, the incriminating co-indexed subject prameu(‘he’) shows up
in the most deeply embedded £kt is merged in SpecbeforeDP; and VR,

move to (outer) specifiers of vP (given Merge over Move). Théans thatlem
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Peter, violates Principle C before DHs extracted from VP, contaminating it
with its index and rendering it defectivé.

In (32-c), there is also a clear Principle C effect. Here,ittogiminating
co-indexed pronouer (‘he’) shows up in the matrix vP; it successfully binds
dem Peteiin VP, after DP; (was ‘what’) has reached its criterial position in
CP4, when VR is in SpecV of the root clause.

However, there is a subtle but clearly discernible improgenin (32-b).
Here, the subject pronower (‘he’) shows up in the intermediate clause, P
and throughout the derivational stages where the pronowghtngffect c-
command of the co-indexed Diem Peterthe latter is sheltered by the de-
fective remnant VB. Thus, we get a reconstruction effect in (32-ac) and an
anti-reconstruction effect in (32-b) that follows stratiiginwardly under present
assumptions but must, it seems, remain a complete mystelgr wirtually all
other theories of movement.

Next consider scope. According tarss’'s generalizatior{see Barss
(1986), Lechner (1998), Sauerland & Elbourne (2002), Bkddayal (2007),
Neeleman & van de Koot (2010), Heck & Assmann (2012)), a gtiadttem
in a moved remnant XB cannot take scope, via reconstruction, over an jfem
that has undergone movement framThus, (33-a) is ambiguous, but (33-b),
with remnant VP topicalization, is not: The dative [@lem Studentefevery
student’) cannot take scope over the accusativeeDMBuch(‘a book’) (also
see Thoms & Walkden (2013)).

(33) a. JedeBuch hatsie einemStudentergegeben
everybook, .. hasshe,,., a student,; given
(v>3,3>V)
b. JedenStudentergegeberhat sie einBuch
every studenj,; given hasshe,,,, a book,..
(*v>3,3>V)

Suppose now that a temporarily defective XA intermediate stages of a
derivation (i.e., after contamination, and before decmmation) is not vis-

17 The example is pragmatically complex but by no means imjitéisl don’t know for which
thing (e.g. a price, an assignment, a job) it is the case ttzata\believes that Peter should try to
give it to himself.
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ible for the purposes of Barss’s generalization. Then wesekihat it can in
fact take scope ovet in this syntactic domaif® Needless to say, relevant ex-
amples are not completely trivial to construct, and quitelha classify. Here
is an attempt. First, (34) shows that a remnant VP with a dfieshtiative ob-
ject can undergo long-distance topicalization in Germayaifa with a weak
wh-island effect arising).

(34) 7?lp, JedentStudentert; gegeben veild ich nicht[cpwas — sie ty
every studeng,; given know!| not what,.. she
hat ]
has

Second, as observed by Beck (1997), sentences like (35jrdnigaous.

(35) Wieviele Buchel hatsie jedemStudentent; gegeber?
how manybooks,.. hassheevery studeng,;  given
3>Vv,v>3)

(35) can mean: For which number n: There are n books that sletgavery
student g > V). Alternatively, it can mean: For which number n: For every
student there are n books that she have to him f).

Third, by combining the two contexts, we expect a Barss'sgalization
effect. As shown in (36), this does indeed seem to be the ¢28pcan hardly
have a reading wheljiedem Studentefievery student’) takes scope over the
existential quantifiet®

(36) ??lp, JedentStudentent; gegeben veild ich nicht[cp wieviele
every studeng,; given know!l not how many
Bicher sie t; hat]
books,.. she has
(*v>3)

18 |n the approach of Heck & Assmann (2012), this could be soumza temporarily defective
XP2 might exceptionally make acyclic reconstruction possibeere reconstruction normally has
to be cyclic.

19 For reasons unclear to me, the wh-island effect seems tortiegsr withwieviele Biicher
(‘how many books’) than witlwas(‘what’), which is an orthogonal factor that neverthelessras
to complicate judgements somewhat.
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Against this background, consider the example in (37). Gibhe present as-
sumptions, the prediction is that a Barss’s generalizaffact could be absent
here, i.e., that the sentence can have a reading with thenmsaivquantifier
outscoping the existential quantifier since the remnant igRlefective at the
relevant stages of the derivation (i.e., in the intermed®).

(37) ??p, JedenStudentept; gegeben veild ich nicht[cp wieviele
every studeng,; given know! not how many
Bicher Fritz denkt [cp dasssie t; hat ]
books,.. Fritzthinks  that she has

A similar, parallel example pair is given in (38). Again, theediction would
be that (38-b) can have a wide-scope reading for the univgusentifier more
easily than (38-a).

(38) a. ??p, JedenBesucheyt; zuzeigen Jweild ich nicht[cp
every visitory,;  to show knowl not
wieviele Bilder; sie ty versucherwill |
how manypictures.. she try wants
b. ??[p, JedenBesucheyt; zuzeigen Jweild ich nicht[cp
every visitory,;  to show knowl not
wieviele Bilder; Mariasagt[cp dasssie t; versuchen
how manypictures.. Mariasays that she try
will ]
wants

However, since judgements are extremely subtle in this, case the exact
theoretical implementation of Barss’s generalizatioraisffom clear (and cer-
tainly not innocuous), | will leave it at that, and draw a clus@n.

4. Conclusion

The gist of the analysis | have developed in this chapteras movement of
some category from another category that needs to undergo movement it-
self triggers a contamination of the movement-relatediieadf«; thus, there
is a price to be paid for remnant movement in syntax. A comaton ofa is
temporarily acceptable, but decontamination must takeepteeforen. moves
to a criterial position; and the required index removal caly apply whengs
has moved to a criterial position (and is c-commanded}yOn this basis,
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independently motivated assumptions about the order oemewt operations
ensure that freezing and Miller-Takano generalizatiorfigarations violate

the Williams Cycle, a local constraint against improper graent demanding
adherence to f-seq; and that anti-freezing configurationsad. Interestingly,
there is opacity (and hence a potential argument for a deviva approach
to syntax) in both the standard approach to movementaver3 configura-

tions sketched in section 1, and the new local approach djgedlin section
2. However, whereas it is the anti-freezing effect that m®a@pacity as an
instance of counter-bleeding in the former case, it is teefing and Muller-
Takano effects that create opacity as an instance of cetedding in the latter
case?’

20 To be sure, there is still counter-bleeding with remnant eneent in the new approach since the
CED would be violated with extraction ¢f after« moves; but this does not distinguish legitimate
remnant movement from illegitimate kinds of movemendiover-3 constructions anymore.
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Appendix

As mentioned in footnote 1, the basic assumption that coctétns such as (1)
in German (repeated here as (39)) involve remnant movernmeng combina-
tion of DP scrambling and subsequent VP topicalization,duasetimes been
called into question; cf. De Kuthy & Meurers (2001), Fanse(@002), Hale

& Legendre (2004) and Thoms & Walkden (2013), who all arga tamnant
movement does not exist — either not at all, or at least nobiriexts like the

one exemplified by (39).

(39) [ve, t1 Geleser] hat dasBuch, keiner t;
read hasthe book no-one

Furthermore, Grewendorf (2003; 2004) and Abels (2008)|entasically em-
bracing a remnant movement approach to these kinds of catisins, as-
sume slightly different generalizations from the ones thave presupposed
throughout (viz., freezing, anti-freezing, and Millek@ao generalization). It
is the purpose of this appendix to critically examine coguarents that have
been brought forward to substantiate these claims. Thenappeonsists of
two parts, A.1. and A.2. In A.1., | address arguments agaimsimnant move-
ment analysis of (39); after that, in A.2., | turn to alteimatgeneralizations
about remnant movement.

A.1. Arguments Against Remnant Movement

As far as | can see, virtually all arguments against a remmaovement ap-
proach to (39) belong to one of three types: In constructiovslving move-
ment of what looks like an incomplete categerywhich lacks a category

that would at first sight seem to have been base-generathithwitthere is in
fact no X-movement off out of «, feeding remnant Y-movement af because

e /3 can be an item that cannot normally undergo X-movement;

e 3 does not necessarily show island effects that are nornraligéative of
X-moved items;

e X-movement does not exist in the first place.

| address these three types of arguments against remnaatmeavin turn,
in the following three subsections.
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A.1.1. Categorial Selectivity

There are several kinds of items that are usually taken @ tienesist scram-
bling in German (to various degrees), such as wh-indefi(stxs (40-a); Haider
(1993)), negative DPs likaiemand(‘no-one’; see (40-b)), predicative APs
(see (40-c); Stechow & Sternefeld (1988), Fanselow (1992aider (1993)),
adverbs (see (40-d); Stechow & Sternefeld (1988), Fans€l®&2b; 2001),
Haider (1993), Haider & Rosengren (1998)), and expresdi@asGesindel
(‘riff-raff’) (see (40-e); Fanselow (1992b; 1995)).

(40) a. (i) dasslerKarl derMaria was gegeberat
that the Karl,,,,,, the Mariay,; something.. given has
(ii) ??dasgderKarl was derMaria t; gegeben
that the Karl,,,,,, something.. the Maria;,; given
hat
has
(ii)?*dasswag derKarl derMaria t; gegeben
that something.. the Karl,,,,, the Maria;,; given
hat
has

b. () dasderFritz niemandenkusst
that the Fritz,,,,, no-ong,.. kisses
(ii) ?*dassniemandenderFritz t; kisst
that no-one.. theFritz,,,, kisses
c. (i) dasderKarl dasFleisch roh; gegessehat
that the Karl,, ., the meat,.. raw eaten has
(i) ??dasgderKarl roh; dasFleisch t; gegessehat
that the Karl,,,,,, raw the meat,.. eaten has
(iiiy?*dassroh, derKarl dasFleisch t; gegessehat
that raw theKarl,,,,, the meat.. eaten has

d. (i) dasssie ihr Bier  schnellgetrunkerhat
that she,,.,, herbeeg,.. quickly drunk has
(i) *dassschnellsie ihr Bier t; getrunkerhat

that quickly she,,,, herbeeg,.. drunk has
e. (i) dasskeiner hier Gesinde] begruRerwill
that no-one,,,, hereriff-raff ... greet  wants to
(ii) ?*dassGesinde] keiner hier t; begriRemill
that riff-raff ... no-one,,,, here greet wantsto
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However, as noted by Fanselow (2002, 99-104) and De Kuthy &irgls
(2001, 156), the items bearing index 1 in (40) can all showsypsdan remnant
movement constructions; see the examplesin (41).

(41) a. |y, t1 Gegeben hater ihr  was ty
given hashe,,, her;,; something..
b. [ve, t1 Gekusst hatderFritz niemanden ty
kissed hasthe Fritz,,,,, no-ong,..
C. [vp, t3 t1 Gegessenhat derKarl dasFleisch roh; t,
eaten hastheKarl,,,,, the meat raw
d. [vp, t3 t1 Getrunken hat sie ihr Biers schnelf ty
drunk hasshe,,,, herbeey,.. quickly
e. ?lp, t1 BegruRen Will er Gesinde] ty
greet wants tohe,,,, riff-raff ...

Both Fanselow and de Kuthy and Meurers take this as an arguhe; in
the sentences in (41) does not leave the VP by scrambling forigP topi-
calization, and thus, that there is no remnant movementiadchere. Since,
then, incomplete category fronting of the type in (39) muagtiinciple be pos-
sible without a first scrambling operation, they concluds there is no reason
to postulate remnant movement for other cases either (whieran item that
can undergo scrambling in other contexts).

This argument against remnant movement has already beeassdd in
Miiller (1998, 204-210). The first thing to note is that the Aamation effect in
(41) exclusively involves contexts in which, under the ramtrmovement anal-
ysis, 81 undergoes extremely sholcally string-vacuousnovement. Thus,
instances of remnant movement where the preceding scragrdpieration pos-
tulated under the remnant movement approach is not staegewus yield ex-
actly the same kinds of deviance as the parallel examplein &nd not well-
formedness as in the cases in (41). This is shown by the exarip(42).

(42) a. (i) ??{p, t1 Gegeben hatderKarl was der
given hasthe Karl,,,,, something.. the
Maria to

Marieg,:
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(i) ?*[ ve, t1 Gegeben hatwas derKarl der
given hassomething... theKarl,,,,,, the
Maria t,
Marieg,

b. ?*[vp, t1 Gekisst hatniemandenderFritz ~ ty
kissed hasno-one.. theFritz,,m,
c. (i) ??p, t3 t; GegessenhatderKarl roh, dasFleisch t;
eaten hasthe Karl,,,,, raw the meat
(i) ?*[ ve, t3 t; Gegessenhatroh; derKarl dasFleisch t,
eaten hasraw theKarl,,,,, the meat
d. *[vp, t3 ty Getrunken hatschnell sie ihr Biers ty
drunk hasquickly she,,., herbeeg,.
e. ?*[vp, t1 BegruRen will Gesinde] hier keiner to
greet wants toriff-raff ... hereno-oneg,,

Thus, it can be concluded that there is a problem with thisiment against
remnant movement because the contexts in (40) and (41) destailish a
minimal pair: In one case, scrambling leads to word ordempéation; in the
other case, movement is string-vacuét&rom this point of view, crucial ex-
amples that would show that items like indefinitas niemand roh, schnel)
andGesindelindeed cannot undergo scrambling at all would have to ireolv
cases of string-vacuous scrambling as in (41), but witholsequent remnant
movement; however, such structures will be string-idexhtio in situ vari-
ants (i.e., they are not only locally string-vacuous, bufiaict globally string-
vacuous), and will therefore be hard to justify.

All this said, the difference between (41) on the one hand4@yland (42)
on the other hand of course needs to be accounted for in sosndmisliiller
(1998, 205), | suggest that the relevant movement oper#ti@nextractss;
from VP, prior to remnant topicalization in the examples in (41) ntigbt be

21 |n addition, | have changed non-pronominal DPs as they shmin (40) into pronominal DPs
in (41-a) and (41-e), in further violation of the minimal pdirective, so as to improve the ac-
ceptability of the sentences. The direct analogues inmglwion-pronominal DPs are actually still
perceived as quite marked.

22 Also note that some theories of scrambling explicity exelgibbally vacuous application of
the operation; see Ross (1967) and Frey & Tappe (1991), antbegs.
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scrambling but, in fact, extraposition. However, as noteithlin Mller (1998)
and Fanselow (2002), there may also be a problem for thisoapprinsofar as
items to which extraposition must then be able to apply is¢heontexts seem
to sometimes be precluded from undergoing other, wellbtisteed kinds of
overtly visible extraposition. Furthermore, as Fanseldsesves, if (41) in-
volves extraposition, it is not quite clear why a language English, which
lacks scrambling but has extraposition, cannot have aectiins of the type in
(41) after all. Finally, Fanselow (2002, 103) argues thdt-feemed examples
like (43-a) call the extraposition analysis into questimtewen(‘whom’) oc-
cupies a position preceding the auxilidrgben(‘have’) in (43-a) that it cannot
occupy in other contexts without VP topicalization; see-(}3°

(43) a. |, t1 Gekusst durfteer schon ofter (t2)
kissed mighthe,,,, alreadynow and then
weny (t2) haben
SOMeoNg... have
b. *Er dirfteschon ofter t; gekissivery
he,,, mightalreadynow and then kissed someong..
haben
have

In view of all this, in what follows | will pursue two approaeb to the data in
(41), First, | outline an analysis in which the original asgation is maintained
that the examples in (41) do indeed involve scramblingsofprior to VP,
topicalization; and after that | briefly reevaluate the agtrsition approach.

A.1.1.1 Deriving (41) via Scrambling

Thus, suppose first that the data in (41) involve scramblindhe item with
index 1. Obviously, then, there can be generalban on scrambling of these
items. At this point, it is worth investigating how a staterhhat certain items
cannot undergo scrambling (conceived of as a movement tiq@raould be
implemented theoretically in the first place. There are tWeious possibili-
ties. The first one is that these items bear a property thatcteizes them
as not being targetable by the scrambling operation; tlipgmty could either

23 The bracketed VP traces|tin (43) are supposed to indicate neutrality with respetfiward
movement (scrambling) or rightward movement (extrapas)tof the wh-phraseven(‘whom’).
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be encoded in terms of a feature that states an incompstibiith scram-
bling, or via the absence of a designated feature that isetetdqualify as
a target for scrambling (such as tRefeature | have assumed throughout this
monograph). The second possibility is that ceteris par{bes if no other
constraints unrelated to scrambling per se intervene tistihduish between
classes of items), all items can in principle undergo sciemgiand restrictions
on certain items in certain contexts are derived from ougmustraints that
evaluate the well-formedness of scrambling structuresaking into account
a variety of different interacting factors (which can beoimhation-structural,
semantic, prosodic, etc.) Clearly, the Fanselow/de Kileyrers argument
against remnant movement presupposes the first approaerevdn for a va-
riety of independent reasons, | believe that the latter @gogr is correct (see
Muller (1999)): The formal means that brings about scrantp{viz.,>-driven
movement) is dissociated from the formal means that eveduthe felicity of
the resulting representation (viz., interacting inforimatstructural, semantic,
prosodic factors). Thus, the fact that an example like (Adwvith scrambling
of an indefinite inanimate object DRo a position preceding a definite ani-
mate subject DP) is hardly possible (at least with normairiation) cannot
be taken as evidence that D@.e., the linguistic expressioginen alten Baum
(‘an old tree”)) cannot undergo scrambling as an inhereopgrty; as shown
in (44-bcd), scrambling is vastly improved if the contexslghtly different
(with an indefinite subject instead of a definite subject, enoaterial remain-
ing in the rest of the clause, and less marked verb forms)gaticely incon-
spicuous if the landing site follows rather than precedesstibject (provided
that information-structural, semantic, and prosodic negguents are optimally
met) 24

24 Haider (2000a) assumes that the base order of dative andaiiveuarguments in German is
variable: Some double object verbs have a base order ofedpt®ceding and c-commanding
accusative, some have a base order of accusative preceding@mmanding dative, and some
permit both orders. | have argued against such a variableoagp, and for an invariant base
order in Muller (1999). Still, it is worth noting that a ditrsitive verb likelberlassen(‘leave
something to someone’) is unequivocally classified as aeligefore-accusative verb by Haider,
and that (44-d) must therefore involve scrambling (resglth a completely unmarked structure)
even under the assumption that base order of object argammemvary depending on the properties
of the verb.
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(44) a. ?*das$pp, einenaltenBaum ]Fritz t; fallte

that an old tree,. Fritz,,,, cut

b. dasqpp, einenaltenBaum Jniemand t; zuféllenversuchen
that an old treg,.. no-ong,, tocut try
sollte
should

c. dasdritz [op, einenaltenBaum JeinemjungenBaum t;
that Fritz,,.,, an old tree,.. a young tree;,;
vorzieht
prefers to

d. dasdritz [or, einenaltenBaum ]ublicherweisenur
that Fritz,,om, an old tree,. typically only
Experten t; Uberlasst
expertg,; leaves

On this view, the only reason why scrambling of theitems in (40) gives rises
to various degrees of deviance is that the resulting outputtsires are nega-
tively evaluated by interacting information-structursémantic, and prosodic
constraints. | will not try to speculate as to what individpeoperties of the
B1 items might be responsible in each case (in some cases wilgprosod-
ically light or reduced forms — the factors might seem to hdyfabvious,

in others arguably less so). However, against this backgtoiti is to be ex-
pected that thg, items that cannot undergo scrambling easily in contexés lik
those in (40) can in fact undergo scrambling in other costexhere fewer
(information-structural, semantic, prosodic) restdos are imposetP. Of par-
ticular relevance here are contexts in which scrambling;ofloes not have to
cross a DP argument. Thus, in Muller (2000b), | argue thateseres with
an unmarked order of a DP preceding a locative adverbialsghirmaGerman
(cf. Lenerz (1977)) must be derived by DP scrambling; as shiow45-a), an
indefinite pronounvas(‘something’) can easily undergo movementin this con-
text. Furthermore, as noted in Heck & Muller (2000a), indégiavh-pronouns
can be scrambled in front of an adverbial CP in order to lieenparasitic gap;
see (45-b).

25 |n line with this, | would like to contend that most examplag40) can be improved by modu-
lating prosodic and/or information-structural factors.
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(45) a. dasslerKarl derMariag was [ppin derKneipe ]
that the Karl,,,,,, the Mariay,; something..  inthepub
ts t; gegeberat
given has
b. dasglieMaria was [cpohne ¢ zulesen Jdem
that theMaria,,,, something..  without to read the
Fritz  t; zurickgegebehat
Fritzy,; givenback has

Interestingly, parasitic gap licensing by wh-indefinitessubling can feed rem-
nant VP topicalization in German; see (46). Given that tiestrong evidence
that (45-b) does indeed involve true parasitic gap licamggee Assmann &
Heck (2011; 2013), Assmann (2014) vs. Fanselow (2001)3, phovides a
direct argument thatrascan have undergone scrambling in (41-a).

(46)  [vp, t) [cPOhne e zulesen JdemFritz  t; zuriickgegebenfat
without to read the Fritzy,; given back has
sie was
shg,,.» something..

More generally, then, it seems to me that there is every reesassume that
the (relative) illformedness of examples such as thoseQhiénot due to the
B1 items involved here not being accessible by scramblingtlaaitdscrambling

can therefore be assumed to underlie the examples in (41).

A.1.1.2 Deriving (41) via Extraposition

Given the reasoning of the last subsection, it may also bsilpleso critically
re-evaluate at least some of the arguments suggestindithakamples in (41)
do not involve extraposition. Recall that the first argunveas that some items
would then have to undergo extraposition which cannot nyrmadergo ex-
traposition well in German. This is shown for wh-indefiniteq47-a). With
other 8, items in (41), the result of applying extraposition is moegiable.
For instance, extraposition of an adjective liké (‘raw’) does not necessarily
lead to complete inacceptability; see (47-b) (cf. Mulle998, 209)).

(47) a. *daser ihr  t; gegeberhat was
that he,,., her,; given hassomething,.
b. ??dassr dasFleisch t; gegessehatroh,
that he,,,,, the meat,.. eaten hasraw
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However, extraposition, like scrambling, is a movemeng nuhose output is
clearly evaluated by information-structural, semantiz] prosodic constraints.
Thus, it is not at all clear that problems with extrapositior(47-a) and, to
some extent, (47-b) should be formulated as constraintssymtactic opera-
tion of extraposition as such. In line with this, factorslikeaviness or focus
can improve many examples, and on this view the main problgim(4/7-a) is
that wh-indefinites are reduced forms (eiggend-was— was irgend-wer—
wer) that can neither be phonologically heavy nor be focussediith scram-
bling, in locally string-vacuous contexts like those in Y44uch factors can
plausibly be assumed not to play a role. In principle, PPs (48-c)), APs
(see (48-b)), and even DPs (see (48-a)) can undergo exiiapas German
(see Miller (1996)). | would like to conclude from this thatraposition is not
categorially selective at all in German.

(48) a. daser ihr  t; gegeberat [pp, Blicher, die sein

that he,,., her,: given has books,.. that,,,, his
Herz  beruhrthatten ]
heart,.. moved had

b. dassr dasFleisch t; gegessehat[ap, Nnochganzroh und
that he,,,, the meat,.. eaten has yet fully rawand
ohne Beilagen]
withoutside dishes

c. daser schon t; gerechnebatte[pp, damit ]
that he,,,,, already reckonedhad there-with

The second argument was that (49-a) cannot involve extitigrobecause ex-
traposition would have to target a position in front of th&ifiary, which (49-b)
suggests is impossible (both examples are repeated heng4R)).

(49) a. |, t1 Gekusst durfteer schon ofter (t2)
kissed mighthe,,,, alreadynow and then
wen, haben
someong.. have
b. *Er dirfteschon ofter t; gekissivery
he,,, mightalreadynow and then kissed someong..
haben

have
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One might take this to indicate that extraposition can omyt@the highest
verbal projection in a clause in German. However, as noteddigier (1993;
2010), under the extraposition analysis it must be the degesktraposition to
a non-highest VP is an option after all, given the availapiif topicalization
in (50-a); if VP topicalization does not apply, illformedsseresults here just as
it does in (49-b).

(50) a. [vp, t1 Gerechnefpp, damit]] wird keiner t, haben
reckoned there-withwill no-ong,,, have

b. *Eswird keiner [ve, t1 gerechnefpp, damit]] haben
it will no-ong,,, reckoned there-withhave

Thus, a straightforward way to account for these data is siypate that ex-
traposition can affect any verbal projection as a landing i German; in
addition, there is a filter that prohibits contexts where sat@m linearly inter-
venes between two members of a verbal cluster. This rastricd automati-
cally lifted as soon as at least one of the three items inebine V,-XP-V,
configuration moves away; this is achieved by displacing MRE50-b) (which
removes V, and PP, leaving only 3}, and by displacing (the lower segment of)
VP in (49-a) (which removes Y, leaving DP and Y). Of course, the question
arises as to what this ¥XP-V, filter follows from; but this issue is orthogonal
to my concerns here (see Buring & Hartmann (1997) for dison$s
Assuming that a satisfactory solution can be found for thel throblem
as well (based on the question of why it is that English cataet remnant
movement constructions of the type in (41) if it has extrétpms), there might
therefore be reason to conclude that the data in (41) codiddtirbe structurally
ambiguous between scrambling and extraposition of thesiteith index 126

26 An obvious place to look for a solution to the third problenthis set of restrictions on case
assignment in English, especially in view of the fact thatdedow (2002) takes examples like (i-a)
(see Phillips (2003)) to have a derivation with PP extrajmsifollowed by remnant VP fronting
(so as to have a stage of the derivation wharery girlcan c-command and thus license the co-
indexed variable pronouiner).

0) a. [vp, Given every girk a book § ] he certainly hasst [pp, on heg eleventh birth-
day]
b.  *[vp, Given every girt ] he certainly haspp, a book ]
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A.1.2. Unexpected Anti-Freezing

In Maller (1998, 203-210), | discuss an unexpected angfieg effect with
multiple remnant movement in German. An example like (5in@)lves PR
scrambling from VR preceding VR topicalization; (51-b) shows that PP
blocks further extraction of an R-pronoun from it, as a reguéxpected in-
stance of freezing. (51-c) is a variant of (51-a) that haallgctring-vacuous
PP, movement: PP precedes the subject in (51-a) but follows the subject in
(51-c). And, as shown in (51-d), this context gives rise taagoriori unex-
pected effect — PPis transparent for extraction of the R-pronaden(‘there’)
even though it has undergone movement.

(51) a. [, t1 Gerechne hat wie immer [pp, damit] keiner ty

counted hasas always  therewithno-one

b. *[vp, t Gerechne} hatda; wie immer [pp, t3 mit] keiner t,
counted hasthereas always with no-one

C. [vp, t1 Gerechnet hat wie immer keiner [pp, damit] t
counted hasas alwaysno-one  therewith

d. [ve, t1 Gerechnet hatda; wieimmer keiner [pp, ts mit]to
counted hasthereas alwaysno-one with

Thus, the pattern is similar to that discussed in the prevgubsection: Ex-
tremly local string-vacuous movement feeding remnanttingnbehaves dif-
ferently from what one might normally expect, and this maytddeen to cast
doubt on the hypothesis that scrambling is involved here Sdiutions to this
problem considered in Miller (1998) are the same as the oae=labed for

categorial selectivity, viz., to either maintain that sokding is involved af-

ter all, or reanalyze local scrambling as local extrapositiLet me consider
the two approaches in turn, this time beginning with theapasition analysis
(since the scrambling analysis is somewhat more involved).

A.1.2.1. Deriving (51-d) via Extraposition

By assuming extraposition of PRo end up in a higher (right-adjoined) posi-
tion than a preceding scrambling operation mowitag, both the Strict Cycle

On this view, the problem with (i-b) might be thatbookcannot be assigned case by the verb (es-
sentially this amounts to an adjacency effect of the typewdised in Stowell (1981) —a requirement
that can be satisfied with leftward movement of DP to a higlositipn, under reconstruction).



110 Chapter 3. Remnant Movement

Condition (SCC) and the Condition on Extraction Domain (§EBN be main-
tained in the derivation underlying (51-d); as a matter of,fauch a derivation
has been presupposed in section 3.1 above, where | discutislentemnant
movement (recall the discussion of (28-b) (= (51-b)) and-&28= (51-d))).
Evidently, PR extraposition is not an analytic option in (51-b).

So far, so good. However, Fanselow (2002, 106-114) raisegtablems
for this analysis. First, a DP can play the role of the PP in r@vdgon that
is structurally identical to that in (51-d) even though DBgofcally resist ex-
traposition”. This problem is acknowledged in Miller (19981t not taken
to be severe there; given the reasonings above, it can dygbalput aside
(as we have seen, DRanin principle undergo extraposition in German; also
see Fanselow (1992a) for examples involving train annomecés). Another
problem raised by Fanselow that is somewhat more pressiingtatight is this:
In Muller (1998, 207), | noted that an example like (52-a)jetdiffers from
(51-b) in that extraposition of RHAs not an analytic option, is “significantly
degraded”. Still, it seems that there is a contrast to (5ivhjch is much less
acceptable; and Fanselow also gives examples like (52b)%2c), which
do indeed seem to be fully well formed even though they atestrally very
similar.

(52) a. ??p, t1 Rechner] hatda; keiner [pp, t3 mit ] [vp, t2
count hasthereno-one,,,, with
kénnen ]
could
b. [ve, t1 Widerlegt]dirfteer sie dg; ja wohlkaum [pp, t3
refuted  mightheherthereyeswell barely
mit ] haben
with have
c. [pp, WelcheAnsichtent; ] hater dag denn[pp, t3 zU ]
which opinions hashetherethen to
geaulert ?
uttered

As before, the amelioration effect only occurs with extrgmecal string-
vacuous movement. (53-bc) illustrate that if;P¥hows up further to the left,
(52-bc) become ungrammatical (and recall that (51-b) iy fuhgrammatical,
(52-a) much less so).
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(53) a. *[vp, t; Widerlegt]dirfteer sie da; ja [pp, t3 mit] wohl

refuted  might heherthereyes with well
kaum haben
barelyhave
b. *[pp, WelcheAnsichtent; ] hater das denn[pp, t3 zu ]
which opinions hashetherethen to

vermutlichgeaul3ert ?
probably uttered

However, this problem can also be addressed if one assuméhéae tenta-
tively done above) that not only the highest verbal prog@gtbut lower verbal
projections too can qualify as targets for extrapositiom tlis view, the ex-
amples in (52) can have derivations where scramblindagfis followed by
remnant extraposition of RRo a higher position, which is finally followed by
remnant VB topicalization. Where extraposition is clearly not an optfas in
the examples in (53), and in (51-b)), illformedness resaktsexpected. There
may be some intricate further questions raised by the aisatgmcerning the
exact structure of verbal projections, and the role of vPMR. but in general
this approach would seem to work satisfactorily. Nevegbg| let me also ad-
dress the question of what can be said if extraposition ignatption in (52),
and if one assumes scrambling of;RB be the only option here.

A.1.2.2. Deriving (51-d) via Scrambling

As a matter of fact, den Besten & Webelhuth (1990, 87-91 palyeaddressed
this issue, suggesting that movement (in this case: scmag)liloes not create
a barrier for extraction if it is highly local, and such an eggech is also noted as
a possible alternative (to the extraposition approach) itiéd (1998, 205). In
Miiller (2002, 224-225), a version of the CED is proposed f@tiasis of other
phenomenathat are not related to scrambling in Germaniribatporates den
Besten and Webelhuth's insight; see (54).

(54) Condition on Extraction DomaifCED; revised):
a. Movement must not cross a batrrier.
b. An XP~ is a barrier unless there is a headuch that
a. o c-selectsy.
b. o and~ are in the same minimal domain.
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(54) is only slightly less restrictive than the version aé (BED in (4), with the
requirement of complement status for non-barriers repldgethe combined
requirements of c-selection (subcategorization) andamssence in the same
phrase. This way, all standard CED effects can still be ddrfincluding in
particular all freezing effects), whereas extremely I@®teahg-vacuous move-
ment does not create an island; however, as soon as movesratighitly less
local, targetting a higher phrase, extraction from the ndatem will violate
the CED. In sum, instances of “unexpected anti-freezing tout not to be
unexpected at all.

Or do they? Recall that the difference between freezing atidr@ezing in
«a-over+3 constructions cannot be fully derived by the conspiracyhef $CC
and the CED in a local-derivational approach with interratsdi PIC-driven
movement to all phrase edges (see section 1.2.4. above)vel sugygested
that the problem with freezing configurations is that animarating index on
a remnant category has not yet been removed via criterial movemeng of
whenq itself reaches its criterial position. So the question nswhis: Does
the assumption that extremely local criterial movemenbofis item (as | have
assumed it to be possible throughout this chapter; cf. fitetd4) keeps it
transparent for extraction ensure that the Williams Cyele be respected in
the derivations underlying the examples in (52) but not Irotier freezing
contexts where criterial movement is less local? It turnstbat one more
assumption is needed in the local-derivational system tletedistinguishes
between criterial and intermediate movement: The CED mustire that ex-
traction from a locally moved item is possible only when ftésn has reached
its criterial position. This is accomplished by the forntida in (55).

(55) Condition on Extraction DomaifCED; extended):
a. Movement must not cross a batrrier.
b. An XP~ is a barrier unless there is a headuch that

a. o c-selectsy.
b. o and~ are in the same minimal domain.
c. ~isnotrequired in its position by an edge feature.

The new requirement in (55-c) distinguishes between inteliate and crite-
rial movement; and it treats criterial positions and bass&tjmms as a natural
class of contexts in which barrier status can be removed &P (provided
that the phrase of the c-selecting head has not yet been [Eff)s, an ex-
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ample like (52-b), repeated below as (56), can have a denivathere PP
first undergoes local criterial movement to a specifier of, \(iA accordance
with (17-b)), thereby contaminating ¥R movement-related (i.e., topic) fea-
ture with its index and immediately decontaminating it sifitchas reached a
criterial position (see the definitions in (13-a), (13-b¥nly thendoesdas
extract from PP, to an outer specifier (as required by (13-b)); this option of
dag movement following PP movement exists because of the version of the
CED in (55). (It would not be available under the CED in (4).pWment of
daz leaves an index on \4%s movement-related feature (which must eventu-
ally be removed before \Pundergoes a criterial movement step), and it may
also leave an index on PB movement-related (i.e¥;) feature, depending on
whether or not this feature is still accessible at this p(antissue about which

I have been silent since it has not played a role in the arsalifar) — but
even if it does, this contamination comes too late to creayepsoblems for
the Williams Cycle because PRas already undergone itsterial movement
step. After this, the derivation proceeds more or less éxastdiscussed be-
fore: dag is extracted from VPR to its criterial position (while VP is still in
situ), thereby decontaminating YPand then (a lower segment of) Y also
extracted to a higher specifier of the same domain, drivendgge deatures.
From this point onwards, only \\Amoves, until it reaches its final landing site.

(56) [ve, t1 Widerlegt ]dirfteer sie das ja wohlkaum [pp, t3 mit]
refuted  might heherthereyeswell barely with
haben
have

To conclude, by postulating that extraction from an XP tha$ hndergone
extremely local criterial movement can satisfy the CED ght-freezing effect
with multiple movement in examples of the type in (51-d),)(&lows both
under the standard approach to remnant movement that selég on the
CED and the SCGnd under the new buffer-based approach introduced in
the present chapter that envisages highly local internedimvement steps
and employs symbol lists on movement-related features tfsrbu Thus, the
remnant movement approach to constructions of the type)iis (ot called
into question, even if examples like those in (51-d), (52phae locally string-
vacuous scrambling rather than locally string-vacuousagxisition.
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A.1.3. Does Scrambling Exist?

The most far-reaching, radical objection to remnant moveraealyses of con-
structions like the one in (1) is to claim that scramblingslnet exist as a gen-
uine movement operation. On this view, the relevant phemameust involve
variable base-generation, accompanied by either a hodfterfaht head move-
ment operations at LF (as in Fanselow (2001)) or by uncoingttiareanalysis
operations (as in De Kuthy & Meurers (2001)). Seriously désing the issue
whether scrambling exists as a syntactic movement operiati@erman would
lead me too far astray at this point. For present purposemytsuffice to state
that in order to show that scrambling does not exist, the ncasgs of parallel
behaviour of well-established movement constructions-fadvement, topi-
calization, relativization) and free word order constraes in German with
respect to locality and other constraints on movement tae¢ lbeen pointed
out in work like Grewendorf (1989), Webelhuth (1992), andIlgti(1995)
need to be addressed, and accounted for in some other, mspiatorial way;
and | would like to contend that this has not yet been accahet?’

A.2. Alternative Generalizations about Remnant Movement

The generalizations aboutovers3 configurations that | have adopted in the
present chapter (freezing, anti-freezing, Miller-Takgeneralization) are not
co-extensive with those underlying either Grewendorf'80@) or Abels’s
(2008) approaches ww-over+5 configurations (which also differ from one an-
other in various respects). Interestingly, both Abels amew@ndorf assume
that a version of the Williams Cycle restricts the interagtof movement op-
erations ina-over3 derivations, and in their analyses the Williams Cycle ex-
erts a much more direct influence than it does in the analgsisldped in the
present chapter. Thus, Grewendorf (2003; 2004) and Ab8B3%suggest that
a Williams Cycle-type approach to improper movement can bdified so as
to not only cover cases of two operations applying to a siitgha «, but also

27 Furthermore, several pieces of empirical evidence brofmiard by Fanselow (2001) and
De Kuthy & Meurers (2001) strike me as inconclusive at best.ifistance, De Kuthy & Meurers
(2001, 149) adduce putative exceptions to the Specificitysitaint on extraction from DP that
involve von (‘by’) phrases; but these are known to often involve exaégeneration of an optional
argument instead of extraction (see Koster (1987, 196fqu@ (1990, 47), Sternefeld (1991,
121), Mdller (1995, 397f.), Barbiers (2002, 54), and Gail¢ég007, 349), among others).
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cases of two operations applying to two different itemms3 that are initially

in a dominance relation ([... 3 ... ]), with both items eventually targetting an
a-external positiorf® This presupposes an extended version of the Williams
Cycle according to which movement of eitheor 3 in [, ... 8 ...] has conse-
quences for movement of the other item.

A.2.1. Abels’ Analysis

In Abels’ (2008) approach, the more abstract notion of baffectedoy move-
ment (rather than simply havingidergonenovement) is employed in his ver-
sion of the Williams Cycle; (57) is his version of Williams'éBeralized Ban
on Improper Movement (&01Mm) (cf. (10) of chapter 2), which he dubs Gen-
eralized Prohibition against Improper Movemeng(@ IM):

(57)  Generalized Prohibition against Improper MovemgaENP IM):
No constituent may undergo movement of typéit has been affected
by movement of typer, wherer < ¢ according to the hierarchy A-
movemenk scrambling< wh < topicalization.

Basically, affectedness is then defined in such a way thatrifoves out of
ain[q ... 8 ... ], all the nodes on its movement path, includin@andj) are
affected bys-movement; and itx moves somewhere with still in it, 5 is

affected bya-movement (as is, and everything else dominated by. More

formally, Abels’ (2008) concept of affectedness is defime(bg)2°

(58)  Affectedness of constituents
A constituenty is affected by a movement operation iff

a. ~isreflexively contained in the constituent created by moseim
and
b. ~ isin a (reflexive) domination relation with the moved con-

28 That said, Grewendorf (2003; 2004) does not actually malezenace to Williams’ work; also,
as we will see, Grewendorf’s analysis is silent on standasgs of improper movement that do
not involve a-over3 configurations.

29 As a side remark, note that this extension of the Williams|€yo «-over3 configurations
of multiple movement is intrinsically non-local — huge amtaiof structure are affected (in this
technical sense) by any given movement operation: “Everyement has an effect on a well-
defined potentially very bigpart of the structure” (see Abels (2008, sect. 2.1.); myles[s).
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stituent.

The restrictions that can be derived along these lines dhmgonal to the
remnant/non-remnant (or bound/unbound trace) split thave presupposed
so far: First, it is predicted that freezing effects (withubd traces) should not
arise if 8 targets a higher type of position than e.g., if« undergoes scram-
bling, ands (which has thus been affected by scrambling since it is dosda

in o) is extracted fronw to SpecC by wh-movement. On the other hand, a
freezing effect is predicted i moves to a higher type of position (say, SpecC,
by wh-movement) thag that is extracted frona (say, to a matrix Specv po-
sition, by scrambling). Second, it is predicted that argefing effects (with
unbound traces) should also not uniformly arise: An amefing effect is cre-
ated wherg moves to a lower kind of position than the position type odedp
by (the remnant category) in a subsequent movement step; e.g., whem-
dergoes scrambling andundergoes topicalization, as in standard examples of
the type in (1). In contrast, there should be no anti-fregeififiect with remnant
movement if movement of ends up in a higher kind of position than subse-
quent movement af; e.g., wherns undergoes topicalization, amdscrambling
into the matrix clause.

For reasons discussed in some detail in Miller (2011), | ddhiok that
relativizing freezing effects with bound traces is emgitig warranted in Ger-
man; | think if the few putative counter-examples are prbpanalyzed (see
footnote 27 for one typical case), the assumption that sfhimces of movement
(perhaps with the exception of extremely local movemenjystsdiscussed in
the first part of the appendix) create islands can (and, fimereshould) be
maintained.

In the same way, | take it that the restrictions on unbounckgai.e., on
remnant movement, that are derivable under Abels’ appreautd in partic-
ular the predicted exceptions from anti-freezing — arefacts of the analysis.
This holds, e.qg., for illicit structures whegen [, ...5... ] undergoes topicaliza-
tion anda: undergoes wh-movement to a higher position, which are eeclu
in Abels’s (2008) analysis by the E8&IPIM (but not in Grewendorf’s (2003)
analysis; see below); arguably this instantiates a morengéopic island
effect that is independent ef-over3 configurations (see Miller & Sterne-
feld (1993), among others). Thus, remnant movement is ohdmpossible in
(59-a), where embedded topicalization moves 8t of DR, to the embedded
topic position, and wh-movement subsequently transpbetiseémnant DPto
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the matrix SpecC position of an interrogative C. Howeve®-$ is ungram-
matical in just the same way; here, there is embedded tapétiain of DR
followed by matrix topicalization of the remnant YRthis would fall under
the Miller-Takano generalization, but these effects afaéghnot excluded in
Abels’ approach; see below). Furthermore, exactly the sefifieet shows up
in constructions where the two moved items are not in a dontiaaelation at
any point of the derivation, and the first movement operati@nefore cannot
lead to affectedness of the item that participates in thermbamovement op-
eration; see (59-c). On the other hand, whatever accountkdastrict island
nature of embedded topicalization in (59-c) will automallic cover (59-a)
(and, perhaps redundantly if Miller-Takano effects areataérived by a des-
ignated constraint, (59-b)) as well, irrespective of agstioms about remnant
movement (or, more generally;over-3 configurations¥°

(59) a. *[pp, WelchesBuch t; ] glaubstdu [cp[pp, Uber dieses
which  book,.. believeyou aboutthis
Thema Jhat derKarl to gelesen ?
topic  hastheKarl,,,, read
b. *[ve, t1 Zulesen ]glaubeich [cp [pp, diesesBuch] hat
to read believel this book,.. has
keiner  ty versucht
no-one.. tried
c. *[pr, DemKarl] glaubeich[cp[pp, dieseBuch] hat
the Karly,; believel this book,.. has
Maria  t3 t; zugebernversucht
Maria, o, to give tried

In some other cases, the data underlying Abels’ analysiscareoversial. This
holds, e.g., for{ ...5... ] structures where one item undergoes A-movement,
and the other item undergoes scrambling. In Abels’s (2008)yais, a combi-
nation is permitted wherg undergoes A-movement amdundergoes remnant
scrambling; and a combination is excluded wherendergoes scrambling and

«a undergoes remnant A-movement. Examples like those in (BGee as-

30 Also note that this does not necessarily holddoundtraces, as in (3-a), where there is move-
mentout ofa topicalized item, nadcrossa topicalized item, as in the case presently under consid-
eration.
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sumed to substantiate the former point (with judgements@sged by Abels
(2008) and Grewendorf (2003), respectively).

(60) a. ?daspyp, t; voneinemStudenterangefasst kein einziges

that by a student touched no single
Reagenzglast; werdendurfte
test tube becomemayPAST

b. dasqvp, ty zukissen derStudent von Mariat, versucht
that to kiss thestudent by Maria tried
wurde
was

These structures may in principle be legitimate (even thdhgy do not really
strike me as particularly felicitous}. However, ruling out the reverse com-
bination of scrambling followed by remnant A-movement doesseem to be
warranted empirically; German examples like (61-a) (fraxkdno (2000)) and
(61-b) seem to be mildly degraded at worst, and certainlylesst acceptable
than those in (60).

(61) a. das$pp, einBucht; ] niemandenipp, Uber dieLiebe ]ty
that a book no-one aboutthelove
gegebemwvordenist
given been is

b. dasqpp, einArtikel t; ]gestern [pp dartber Ity
that an article, o, yesterday aboutit
veroffentlichtwurde
published was

Next, there are inherent difficulties with the extremelyeliél notion of af-
fectedness of constituents in (58). The problem is thatifoves first in an
«a-over-3 configuration such as (62), (58) does in fact not discringhegtween
movement to a position properly outside@fas in (62-a) (which is the con-
figuration that Abels is concerned with), and movement toexiier ofa, as
in (62-b).

31 In the approach developed in the present chapter, wellfdnees is predicted for the examples
in (60) if the two moved items end up in different domains,hathte movement triggered by two
distinct features — a scrambling feature and an EPP feature.
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62) ol 8]
a. B[QII(-}]
b L Ala-ts]

However, as noted by Philipp Weisser (p.c.) and Grewen@13), the GN-
PIM makes predictions for the movement of CPs that are noiréalty con-
firmed. For instance, a C& in which wh-movement of some categasyhas
applied should not be able to undergo either scrambling ardvement. The
reason is that after wh-movement of some X the specifier of C(= a), CP
(=~ inthe sense of (58)) is affected by this movement operatimabse (i) CP
is reflexively contained in the constituent created by moseinfwhich is CP it-
self), and (ii) CP is in a domination relation with the movexhstituents. This
prediction is not borne out; see (63-ab) (with scrambling Armovement, re-
spectively, of a CP in which wh-movement has taken place).

(63) a. das$cp, wen sie t; dort getroffenhat ] keiner der
that whom,.. she theremet has no-one,,,, of the
Anwesendem, sagerkonnte
attendees say could

b. dasgcp, wohin sie t; fahrt]demKarl  nichtts
that where shg,,,, goes the Karly,; not
mitgeteiltwurde
told was

Finally, it is worth pointing out that there is an inherenhg®n between
a Williams Cycle approach to Miller-Takano effects, andfper’ cases of
successive-cyclic movement as they figured prominentiapter 2 above, in
Abels’ analysis. Thus, Abels (2008) assumes that the secaveément oper-
ation in remnant movement constructions must always go wséipn that is
notof alowertype than the first movement operation; see the definitio& o (
above. Under this assumption, standard cases of propengrdper move-
ment as they were discussed in the preceding chapter arehlapratic, but
it also means that there can be no Williams Cycle-based atafuMiller-
Takano effects ((59-b), e.g., cannot be ruled out in this)peayd this is indeed
conceded by Abels.
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A.2.2. Grewendorf’s Analysis

Consider next the analysis developed in Grewendorf (200342 The analy-
sis is first and foremost designed to capture propertiesrohamt movement,
which is assumed to be regulated by the constraintin (64).

(64) Improper Remnant Movement Constraint
Remnant movement is prohibited unless it is of a higher tyjaa t
remnant-creating movement.

The hierarchy of positions that capture movement typesupettsd here is A-
movement < scrambling < topicalization < wh-movement. Tlasdar as rem-
nant movementis concerned, there are two major differdmegeen the (oth-
erwise similar) analyses of Abels (2008) and Grewendor®&@004). First,
whereas Abels assumes that the second movement operatsimatie of a
lower type than the type of the first movement operation, ating to (64) the
second movement operation must always go to a positiomifrertype. Ac-
cordingly, in Grewendorf’s (2003) approach, the Millekdno generalization
can be derived (because in the relevant cases, movemera goition of the
sametype, not to a position of highertype), but, unlike Abels’s account, this
account cannot be generalized to standard cases of prapp@nproper move-
ment applying to one and the same item (e.g., movement fraeoG SpecC
would be blocked) — thus, we end up with a version of the WiikaCycle that
regulates the proper and improper combinations of movemgerations ap-
plying to two items in remnant movement constructions buate proper and
improper combinations of movement operations applyingt® and the same
item.

In addition to this, there is a second substantial diffeesiocthe approach
developed by Abels: The order of topicalization and wh-rmogat is reversed.

Thus, unlike Abels’ more far-reaching analysis, Grewefidapproach
derives the Miller-Takano generalization as a special, case per se it does
not say anything about freezing contexts, i.e., cases wherals up in a lower
position thans (since (64) is explicitly confined to remnant movement con-
texts). Still, as for anti-freezing contexts, Grewend®dhalysis predicts the
existence of further restrictions, just like Abels’ anadydoes. To wit, scram-
bling from DP followed by remnant A-movement of DP is predittto be
ungrammatical, which does not strike me as an attractiveespmrence, at least
not for German (see the examples in (61) above). Furthernbgradopting
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a reverse hierarchy of topicalization and wh-movement,singrious effects
vis-a-vis topic island examples (recall (59-a) vs. (59{BR-c)) that arise in
Abels’ approach can be avoided; however, now the predigies that wh-
movement from XP should be unable to feed topicalizationBf Xs a matter
of fact, examples of this type are quite acceptable in Gerhay are certainly
not worse than other cases of topicalization across a \ahndslsee the exam-
ple in (31) and the surrounding discussion in section 3.8vabAs a matter of
fact, Grewendorf (2003) acknowledges this empirical facesenting the ex-
ample in (65), which he assumes to pose “a serious problegefoeralization

[(64)1”

(65) [ve, t1 Zu Uberreden eil3 ich nicht[cp wen sie ty

to persuade knowl not whom,.. she,om
versuchthat ]
tried has

Grewendorf’s solution to this problem is to suggest that this particular

case” of topicalization out of wh-islands, “topicalizatis in fact focus move-
ment”, so that (64) can be respected after all (if focus mam@noutranks
wh-movement on the hierarchy of movement types); still, tehar the mer-
its of such a reanalysis may be, it seems clear that the sstngbproach will

be one where this problem does not arise in the first place.elgenerally,

then, I would like to conclude from the discussion of AbeistiaGrewendorf’s
Williams Cycle-based approaches that there is no reasangose further re-
strictions on remnant movement constructions; and thathtree generaliza-
tions that the present chapter set out to derive in termsnthsyic buffers are
empirically well motivated for German.
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Chapter 4

Resumptive Movement

1. Introduction

In this final chapter, | will be concerned with evidence fospgating buffers in
the domain of resumption. Empirically, | will focus on respitiwe strategies in
long-distance dependencies in German and some Slavicdgegu Based on
the assumption that the only way to model resumption in aHaleaivational
(e.g., phase-based) approach to syntax is to postulate ament dependency
(at least as long cyclic Agree is excluded as an option, cétrfote 4 from
chapter 1), instances of resumptive movement that can evbas otherwise
exists as an island for non-resumptive movement give rise tbacktracking
problem: At the stage where the island is crossed by a mogad it must be
known whether there is a resumptive pronoun in the baseiposit not, but
this position is typically too far away to be accessible & point. Moreover,
there are cases of resumptive movement where the moved ieonty can
cross an island but actualhas tocross an island (and the German construction
I will focus on below is one of them), and this also necess#taeference to
information from earlier derivational stages that doessesm to be present
anymore. As in the previous two chapters, | contend that glsireolution
for these backtracking problems is available if moved itamesequipped with
buffers (in the form of lists that act as values of movemetated features)
which store, in a minimal way, crucial aspects of the deiiret! history — in
the case at hand, the fact that a resumptive pronoun has pliterifsthe moved
item in the base position.

All that said, a qualification is in order here: It is not my goa at-



124 Chapter 4. Resumptive Movement

tempt to come up with a comprehensive account of resumptioBdrman
(or Slavic), let alone to develop an approach that coverkradivn instances
of cross-linguistic variation (which is substantial; see®lbskey (2006) for
an overview, and Boeckx (2003) for the attempt to developiiaghanalysis).
At the end of the chapter, | will sketch possible ways in whilbe analysis
to be developed below might be extended to some other caseswhption
that exhibit somewhat different properties, but it shouddkept in mind that
throughout, the focus is on solving island-related backireg problems as
they arise under a local-derivational approach (and, exdally, also under a
local-declarative approach; see page 141 below).
Let me begin by highlighting the properties of a resumptivategy with

relativization in German.

2. Resumption in German

Varieties of German exhibit resumptive relativization swoctions of a type
similar to those known from Swiss German and Southern Gedigdects (see
Riemsdijk (1989), Salzmann (2006; 2012)), but with someniféerent prop-
erties. The first thing to note is that in cases of clause-bal@pendencies that
are completely transparent for standard movement, thiswpson strategy is
not available. The examples in (1) illustrate that movenoér@tn empty rela-
tive operator to the specifier of a relative clause compldinerwo (‘where’)

is possible for accusative objects (cf. (1-a)) and nomieatubjects (cf. (1-b)),
stricly blocking the resumptive strategy (here involvingranounes(‘it’)) in
these contexts. In the case of dative object relativizafahn (1-c)), neither
strategy is available in German (in contrast to varietieSwiss German, where
both strategies can be legitimate, and optionality arises;Salzmann (2012).)

(1) a. DassteinBuch[cpOp; [cwo] ichti/*es; geleserhabe]

thisis a book wherel it,.c read have
b. DasisteinBuch[cpOp; [cwo] ti/*es; mir gefallenhat]
thisis a book where  it,,,,m Me,.. pleasedhas
c. DasisteinMann[cpOp; [cwo] ich*t;/*ihm; gedankt
thisis a man wherel himy,: thanked
habe ]

have
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Before proceeding, it should be pointed out that the nonrgsive strategies
in (1-a) and (1-b) are confined to highly colloquial, substa varieties of
German, and are generally stigmatiZeih what follows, | will not take this to
be particularly significant from a theoretical point of vieWhere is an alterna-
tive relativization strategy involving an overt relativeopoun, which is clearly
preferred by normative grammar (and, accordingly, the stigtegy that can
be heard or read in the media); cf. (2-abc).

(2) a. DadsteinBuch[cpdas [c D ]ichti/*es; geleserhabe ]

thisis a book | it,.c read have
b. DasisteinBuch[cpdas [c @ ]t1/*es; mir gefallenhat ]
thisis a book it om Mey. pleasedhas
c. DasisteinMann[cpdem [¢c D ]ichti/*ihm; gedankihabe ]
thisis a man | himg,: thankedhave

Another clause-bound context that is transparent for mevetimvolves post-
positions (i.e., postposition stranding). Suppose, Yalhg standard reasoning,
that a precondition for extraction from PP in German is thidfaperipheral

1 This also accounts for the fact that the sentence in (i), ldifeaitterance of a German football
player, is supposed to be funny, insinuating that the plalyeuld not criticize the French-speaking
colleagues on his (German) team for not knowing German wleehirhself apparently does not
know it sufficiently well, as indicated by the use of the empperator pluswo relativization
strategy.

0) Ich lernenicht extra Franzosischitir die Spieler[cp Op; wo  t; dieser
I learnnot deliberatleyFrench for theplayers where this
Sprache  nichtmachtigsind ]
languagge» not capableare

2 Note that C can in principle also be realizedwy in (2-a), (2-b), and (2-c), which then again
relegates the sentences to a stigmatized substandarty\afri@erman. One may speculate that
normative prohibition against usingo in relative clauses (no matter what the relative operator
looks like, i.e., whether it is an overt pronoun lidemor an empty operator) also plays a role in
accounting for the perceived illformedness of (1-c): O tiew, two factors conspire in cases
like (1-c): On the one hand, it has been noted that there isnargk independently verifiable
recoverability problem with dative arguments in the absesfany morphological cues (see Bayer
et al. (2001)), which presumably also underlies the fadtttrmresumptive strategy is an option in
this transparent context in varieties of Swiss German (@seat by Salzmann (2012)); and on the
other hand, there is the general prescriptive ban on wstavhich does not show up in this form
in Swiss German and regional varieties of German.
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specifier position of P can be occupied by the moved item (dem&lijk
(1978), Koster (1987), Grewendorf (1989), Abels (2012a)pag many oth-
ers). On this basis, it looks as though the empty operatoraDpoe merged to
the left of a P element likéir (‘for’) (see (3-a)), just like R-pronouns likéa
(‘there’) (see (3-b)), and in contrast to regular pronotkesihn (*him’) or den
(‘which’) (the latter would also qualify as the regular réa pronoun here; see
(3-¢)). Resumption with either the R-pronoun or the stadgarsonal pronoun
is impossible in this context (see (3-de)).

3) a. DadsteinVorschlag[cp Opy [c wo] ichnicht[ppt; fiir]
thisis a proposal wherel not for
gestimmthabe ]
voted have

b. Da habeich nicht[ppt; flr] gestimmt

therehavel not for voted
c. *DasisteinVorschlag[cpden [c @ ]ichnicht[ppflrt; ]
thisis a proposal which | not for

gestimmthabe |
voted have

d. *DasisteinVorschlag[cp Op; [c WO ] ich nicht[ppda-fir ]
thisis a proposal wherel not there for
gestimmthabe ]
voted have

e. *DasisteinVorschlag[cp Op; [c wo | ich nicht[ppfirihny ]
thisis a proposal wherel not for himpan
gestimmthabe ]
voted have

Interestingly, in this context where the strategy prefétvg normative gram-
mar is impossible (cf. (3-c)), it seems that the empty opembvement strat-
egy (cf. (3-a)) is not only possible; it is in fact much lesgsqeived as be-
longing to substandard (or ‘dialectal’) varieties than ¢éxamples in (1-a) and
(1-b), where there is an alternative with an overt relatike@pun, and without

a complementizewo (cf. (2-a), (2-b)) — at least, this holds for those speakers
of German who permit postposition stranding in the first pJae., for whom
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(3-b) is unproblematié.

Another context that is transparent for extraction in Gernira/olves
postposition stranding within object DPs (see Koster (3281t Grewendorf
(1989), among others). Here, the strategy in terms of reguigty operator
movement and a complementizgo is available, and resumption is blocked
(both with an R-pronoun and a normal personal pronoun);4ee (

(4) a. DasdsteinPlan[cpOp; [cwo] er  [ppeinBuch [ppt;
thisis a plan wherehe, o, a book,..
Uber ]]geschriebeat |
about written has

b. ?*DasisteinPlan[cpOp; [cwo] er  [ppeinBuch
thisis a plan wherehe, ., a book,..
[ppda-r-tber]] geschriebehat |

thereEPENTHaboutwritten has

3 One might think that the iterwo in (3-a) is in fact not a complementizer, but a moved wh-
pronoun of the same type as the wh-marked R-pronoun in (ia)ch would then be used as a

relative pronoun in (3-a) in roughly the same way as the wdnpun in (i-b) is used as a relative

pronoun.

0) a. Wo; hatsie [ppt; fir] gestimmt ?
wherehasshe for voted
b. DasisteinBuch[cpwas ~ keiner t; kaufenwollte ]
thisis a book what,c. ho-one,,,m, buy wanted

Such a reanalysis, however, is unlikely to be correct. Likg,, the marked wh-relative pronoun
was the R-pronournwo cannot bear a plural feature (cf. (ii-a)) and, accordinlglgds to illformed-
ness under a plural interpretation in the absence of anaéxgistributor likealles (‘all’); and it
cannot be interpreted as human either in most varieties ohée (cf. (ii-c); see Miller (2000a)
for systematic exceptions in Northern varieties, wherehsasentence is indeed well formed).
However, in a context like (3-a), these restrictions aredif(cf. (ii-b) and (ii-d), respectively),
which supports the analysis in terms of an empty operatat {thnot subject to special number
and animacy requirements) and a complementizer (rathemtfenoun) status afo.

(i) a. Hier sind einige Vorschlage Wo, hat sie ?*(alles)[ppt; fir ] gestimmt ?
hereare some proposals wherg,;,,, hasshe all for voted
b. Hier sindeinigeVorschlagedabei [cpOpi [cwo] ichnicht[ppty fir]
hereare some proposals included wherel not for

stimmenwerde
vote will
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c. *DasisteinPlan[cpOp; [cwo] er  [ppeinBuch
thisis a plan wherehe, o, a book,..
[ppUber ihny J] geschriebehat ]

abouthim,,,, written has

In contrast, resumption with an R-pronoun improves signfigain subject
contexts, where standard movement is excluded, whereaspgi®n with a
normal personal pronoun continues to be blocked; see (5)).

(5) a. *DasisteinPlan[cpOp; [cwo] [ppeinBuch [ppt; Uber]]
thisis a plan where a book,,, about
Maria  beeindruckhat ]

Maria,.. impressed has

b. ?DagsteinPlan[cpOp; [c WO ] [ppeinBuch
thisis a plan where a book,,,
[ppday-r-tber ] Maria beeindruckhat ]

thereEPENTHaboutMaria,.. impressed has

c. *DasisteinPlan[cp Op; [cwo] [ppeinBuch  [pplber
thisis a plan where a book,,, about
ihn; ]] Maria beeindruckhat ]
him;, ., Maria,.. impressed has

Consider next cases of dependencies that are not (stritdly3e-bound. Here,
the data are not always crystal-clear, and there is somatiariamong speak-
ers. Resumption would seem to be completely impossible mggtructuring
verbs likeversucher{‘try’) as in (6-a), which on many analyses do in fact not
involve a biclausal structure (as is indicated here). Theimgtion strategy
improves somewhat with non-restructuring verbs Bldehnen(‘reject’), es-
pecially if the infinitival complement is extraposed; seeb}6In a dependency
crossing a finite CP embedded under a bridge verb, a resusrgtinoun be-

c. *Wo; hastdu geraddgppt; mit] geredet ?
wherehaveyou just with spoken

d. Dasistjemand [cpOp: [cwo] ichgeradgppt; mit] geredethabe ]
this is someone wherel just with spokenhave
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comes tolerable, see (6-t)Adding negation in the matrix clause (see (6-d))
further improves resumption, and resumption becomes gexith non-bridge
predicates lik&know as in (6-€).

(6) a. *DasisteinBuch[cpOp; [cwo] ich[vp es zukaufen]
thisis a book wherel it to buy
versuchhabe ]
tried  have

b. ?*Dasist einBuch[cp Op; [c WO ] ich abgelehnhabe[cp es zu

thisis a book wherel refused have it to
kaufen]]
buy

c. ??DassteinBuch[cp Op; [c wo] ich gedachhabe]cp dasssie
thisis a book wherel thoughthave that she

es kaufenwdrde ]]
it buy would
d. ?DasdsteinBuch[cpOp; [c WO ] ich nichtgedachhatte
thisis a book wherel not thoughthad
[cp dasssie es kaufenwiirde ]]
that sheit buy would
e. DasisteinBuch[cpOp; [cWo] ichgewusshabe]cp dasssie
thisis a book wherel known have that she
es kaufenwdrde ]]
it buy would

The increasing degree of wellformedness of resumption tamto bottom in
(6) correlates with a decrease of acceptability of the steshchovement option.
This is shown for movement of an empty operator in (7).

(7) a. DasdsteinBuch[cpOp; [cwo] ich[vpt; zukaufen Jversucht
thisis a book wherel to buy tried
habe ]
have

4 Also see Brandner & Bucheli's (2014) empirical study of S\w@erman varieties, where con-
structions like (6-c) emerge as a widespread strategy afratigmcy formation.
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b. DasisteinBuch[cp Op; [c wo] ichabgelehnhabe[cpt; zu

thisis a book wherel refused have to
kaufen ]]
buy

c. ??DassteinBuch[cp Op; [c Wwo ] ich gedachhabe]cp dasssie
thisis a book wherel thoughthave that she
t; kaufenwirde ]

buy  would

d. ?*DasisteinBuch[cp Op; [c WO ] ich nichtgedachhatte

thisis a book wherel not thoughthad

[cp dasssie t; kaufenwirde ]]
that she buy would
e. *DasisteinBuch[cp Op; [c WO ] ich gewusshabe]cp dasssie
thisis a book wherel known have that she
t; kaufenwirde ]
buy  would

As before, the well-formed examples in (7) belong to sulxad or regional
varieties and are stigmatized by proponents of a normagipecach to gram-
mar. Versions of (7-ab) involving an overt relative prondike das (‘that’)
and an empty complementizer are fully well formed (cf. (§}aln contrast,
extraction of an overt relative pronoun from a finite clawssedt completely un-
problematic. As noted by Bayer & Salzmann (2009), many spesaif German
do not permit long-distance relativization here (in costtta wh-movement or
topicalization); see, e.g., (8-8)Movement ofdasbecomes even worse with
matrix negation and under non-bridge verbs; see (&de).

(8) a. DadsteinBuch[cpdas [c @ ]ich[ypt; zukaufen Jversucht
thisis a book that I to buy tried
habe ]
have

5 Also see Plank (1983, 11) and Grewendorf (1988, 92) for sorsénginary remarks in this
direction.

6 Note that the illformedness of (8-c) is not related to homwphof the relative pronoun and the
embedded complementizer; Bayer & Salzmann (2009) give plesmwhere the morphological
forms of the two items are distinct.
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b. DasisteinBuch[cpdas [c @ ]ich abgelehnhabe[cpt; zu

thisis a book  that | refused have to
kaufen ]]
buy

c. ?*Dasist einBuch[cp das [c @ ] ich gedachhabe[cp dasssie t;
thisis a book  that | thoughthave that she
kaufenwirde ]
buy  would

d. *DasisteinBuch[cpdas [c @ ]ich nichtgedachhétte[ cp dass
thisis a book  that | not thoughthad that

sie t; kaufenwirde ]]
she buy would

e. *DasisteinBuch[cpdas [c @ ] ich gewusshabe]cp dasssie t;
thisis a book that I known have that she
kaufenwirde ]
buy  would

Turning finally to island contexts in which standard movemisnalways
blocked, resumption becomes the only available strateggxpess a long-
distance dependency. The acceptability of resumptionds/sifor Complex
Noun Phrase Condition (CNPC) islands in (9-a), and for adjiglands in
(9-b); both sentences are completely unmarked.

(9) a. DasgsteinBuch[cpOp; [cwo] ich[ppeinenMann tcp ]
thisis a book wherel a man, .
getroffenhabe[cp der es geleserhat ]]
met have whoit read has

b. DasisteinBuch[cp Op: [c WwO] ich eingeschlafebin
thisis a book wherel fallen asleep have
[cp nachdemnich es geleserhabe ]
after | it read have

7 As is well known, CP extraposition is not an option to circemvCNPC effects; see, e.g., (i):

0) *Wem; hastdu [pp einBuchtcp ] geleser]cp dag Maria to geschenkhat ] ?
whomy,; haveyou a book given that Mariayom  given has
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In contrast, movement of an empty operator without resusngs impossible
in these island contexts; see (10-ab).

(10) a. *DasisteinBuch[cp Op; [c WO ] ich[ppeinenMann tcp ]
thisis a book wherel a man,..
getroffenhabe[cp der t; geleserhat ]]
met have who read has

b. *DasisteinBuch[cp Op; [c WO ] icheingeschlafeiin [cp
thisis a book wherel fallen asleep have
nachdenich t; geleserhabe ]]
after I read have

The same goes for movement of an overt relative pronoun;idealf).

(11) a. *DasisteinBuch[cpdas [c @ ]ich[pp einenMann tcp |
thisis a book that | a man,..
getroffenhabe]cp der t; gelesernat ]
met have who read has

b. *DasisteinBuch[cp das [c @ ]ich eingeschlafebin [cp
thisis a book  that | fallen asleep have
nachdemcht; geleserhabe]]
after | readhave

As for dependencies that reach into PPs, recall that if PR@rglement and
there are no other islands, resumption is blocked (see8-43-d), (3-e)), in-
dependently of whether the resumptive pronoun is an R-pnoda(‘there’) or

a regular pronoun likénn (‘him’). In contrast, if PP is embedded in an island,
e.g., a CNPC island, resumption becomes obligatory (sea)18. (12-b)).
Interestingly, it is only the empty operator strategy tlsatdmpletely unprob-
lematic in this context; the sentence with the regular puoris much degraded
in comparison (see (12-b) vs. (12-c)). This latter fact cguably be viewed
as an empirical argument that resumption does indeed ievalovement, an
assumption that is forced under a local-derivational aggirdo syntax: How-
ever the ban on preposition stranding in German is ultipatefived, it seems
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clear that we are dealing with a constraintraovement

(12) a. *DasisteinVorschlagcp Opy [c WO ] ich[pp jemanden
thisis a proposal wherel SOMEeoNg..
tcp | kenne[cp der nicht[ppt; fir] gestimmthat ]]

know  whonot for voted has
b. DasisteinVorschlagicp Op; [c WO ] ich[ppjemanden
thisis a proposal wherel SOMEOoNg,..
tcp ] kenne[cp der nicht[pp da-flr | gestimmthat ]]
know who not there forvoted has
c. ?*Dasist einVorschlag[cp Op; [c WO ] ich [pp jemanden
thisis a proposal wherel SOMeong..
tcp | kenne[cp der nicht[ppflrihn; ] gestimmthat ]]
know who not for him;,., voted  has

The realization of a long-distance dependency by resumpgiaconfined to
relativization in German; as shown in (13-ab), the consiuds not available
with wh-movement or topicalization, even though movemeithout resump-
tion is also not possible in the island contexts present feron-bridge verb
context for wh-movement, a CNPC context for topicaliza}idn

(13) a. *[cpWas hastdu gewussfcpdasssie t;/es kaufenwiirde ]
what,.. haveyouknown thatshe it buy would
b. *[cp SolcheBiicher habeich [pp einenMann tcp ] getroffen
such books,.. havel a man,c. met
[cpder ti/sie, geleserhat]]
who themread has

And not only that: Resumption in relativization contextscnfined to an
empty operator and a complementize; in particular, regular overt relative
pronouns can never co-occur with resumption; see (14-ab).

8 This presupposes thatepositional phrases are islands that cannot be circumveémteesump-
tive movement, unlike the other islands discussed so far.

9 In line with this, the experimental (magnitude estimatimased) study carried out by Alex-
opoulou & Keller (2003), which only considers wh-questiam&erman, shows that resumption is
never preferred to a resumption-less strategy in Germaalases; i.e., resumption does not help
to avoid islands in this context.
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(14) a. *DasisteinBuch[cpdas [c @ ] ich gewusshabe[cp dasssie
thisis a book that I known have thatshe
es kaufenwdrde ]
it buy would

b. *DasisteinBuch[cpdas [c @ ]ich [pp einenMann tcp ]

thisis a book that | a man,..
getroffenhabe] cp der es geleserhat ]
met have whoit read has

In view of the evidence from (13) and (14), one might be temptespeculate
thatwo in resumptive constructions is not actually a complementiccom-
panied by an empty operator, but used here in its indepelydesatilable func-
tion as a locative relative pronoun (see footnote 3 abovarguments against
a non-complementizer statuswb in contexts without resumption). However,
this cannot be right: Ungrammaticality results if thereasangument slot cor-
responding to the head noun in all the relevant construstior{5), (6), (9),
and (12) wherevo co-occurs with a resumptive pronoun. Thus, compare the
legitimate locative relative pronoun usewb modifying a head noun lik©rt
(‘place’) in (15-a) with the ill-formed case in (15-b), wieea locative interpre-
tation is excluded and there is no argument variable (prowowther) that the
empty relative operator Qprould bind ((15-b) = (9-a) without the embedded
CP providing the required argument slot). Thus, it can bekated thatvoin
(5), (6), (9), and (12) is a true complementizer of relatilarises accompanied
by an empty operator.

(15) a. DadsteinOrt [cpwo icheinenManngetroffenhabe ]
thisis a place wherel a  man met have

b. *DasisteinBuch[cpwo ich einenManngetroffenhabe ]

thisis a book  wherel a man met have

To sum up so far: There is strong evidence that resumptioremmn@n relative
constructions with an empty operator and a complementipas alast resort

operation. With some (minimal) idealization of the empmtievidence, and
assuming that all finite clauses are barriers for resumgéss relative move-
ment in German (as opposed to other movement types like wrement and
topicalization), we can state that resumption not ordy circumvent island
effects (except prepositional phrase islands; see foetBptas in most other
languages where the phenomenon shows up, but actualiycross an island
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to be legitimate in this language.

At this point, a remark on the status of the resumption phesram in (5),
(6), (9), and (12) is in order. It has become customary tardjsish between
two types of resumption: those where the strategy is fgtgmmaticalized
(and typically able to circumventislands) on the one hand,those where the
strategy idntrusive (and purely a last resort operation to save constructions in
contexts where there is no legitimate way out) on the othes;3ells (1984),
Boeckx (2003), and McCloskey (2006). In cases of intrusasumption, the
operation does not seem to belong to the grammar as suchydiiftep as what
is essentially a metagrammatical device. A standard casgrasive resump-
tion shows up under the (optimality-theoretic) analysist thesetsky (1997,
1998) develops for the sentence pair in (16) in English: Asgeg a high-
ranked (non-local) constraint according to which two meraloé a movement
chain must not be separated by an island (such as the whttisigii6)), the
only way to realize the input in this context is by partial it of the trace
(which is assumed to have the status of a copy).

(16) a. *[ne Which picture of John;)were you wonderingdp Wwhether {
was going to win a prize at the exposition | ?
b. #[np Which picture of Johny] were you wonderingde whether
it; was going to win a prize at the exposition ] ?

As indicated by#, the use of a resumptive pronoun in (16-b) does not really
represent a grammaticalized way of realizing the longadist dependency. It
is worth pointing out that the German relativization by magtion construction
in (5), (6), (9), and (12), although confined to last resoritegts, is decidedly
not intrusive but rather fully grammaticalized. There aaeious pieces of evi-
dence to support such a conclusion. First, the examplesaerglly perceived
as completely natural and unmarked, in all varieties of Gernin particular,
they neither convey the impression of substandard langussa the way that
resumption-less examples witto complementizers like (1-a), (1-b), and (i)
of footnote 1 (but, as noted, not (3-a)) do, nor do they lo&k the result of
a meta-grammatical perfomance-based mechanism desigrsay wwhat one
wants to say in the absence of the grammatical means to doemn®, as
shown above, there is a clear difference between the wetidd resumption
construction in contexts with an empty operator and a cometgizewo and
the constructions involving wh-movement, topicalizati@md overt relative
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operators in (13) and (14), which would be completely unesgxetif they all
involved the same phenomenon (viz., intrusive resumpti®rifinally, Sells
(1984) develops some tests to distinguish grammaticafized intrusive re-
sumption (also see McCloskey (2006)). A crucial differeadees in contexts
with quantificational antecedents: A grammaticalized ngstive pronoun can
have all kinds of quantificational antecedents (includtngryand mosj, but
an intrusive resumptive pronoun cannot. As shown by the glesrin (17),
resumptive pronouns in German relativization construnstiwith an empty op-
erator can take quantificational antecedents without probl

(A7) a. JedeBuch [cpOP; [cwo] maneinschléft [cp nachdem
everybooks whereone falls asleep  after
manes geleserhat ]] ist nichtgut
oneit read has is not good

b. DiemeistenBlcher[cp OP, [c wo] manniemanderiinden
the most  books whereone no-one  find
kann[cp der sig geleserhat]] sindauchnichtgut
can whotheyread has are also not good

Thus, we end up with the conclusion that German has an idlasdéd last
resort operation of resumption that is fully grammaticadiz*

3. Resumption in Slavic

The goal of this section is to broaden the perspective $jidiytadding empir-
ical evidence from two Slavic languages (Czech and Pollgharticular, this
evidence will show two things. First, there are languagestiich resumption

10 |n fact, even though there can be little doubt about thebustas ungrammatical expressions,
constructions like those in (13) and (14) can sometimes bedhi@ actual discourses, and may
therefore be assumed to be instantiations of truly inteusasumption of the type that Sells (1984)
has in mind for English-type languages.

11 This, as such, is not unusual given, e.g., Shlonsky’s (18@2)ysis of the Highest Subject

Restriction (i.e., the ban on resumptive pronouns in stlgesitions that are close to the eventual
landing site) in Hebrew and other languages (where resomjii fully grammaticalized) as an

instance of last resort. Here and in what follows, | will remagnostic as to how the Highest
Subject Restriction can be derived; see Klein (2013) (anthfate 16 below) for a recent proposal
in terms of orders of elementary operations.
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may violate syntactic islands but does not actubHdyeto do so — i.e., where
resumption is not a last resort operation but independeantjlable. Second,
the voiding of islands effects by resumption may take plaite moved items
that are neither necessarily relative operators nor nadgsphonologically
empty.

As noted by Toman (1998), resumption can void adjunct ida(ste
(18-a)) and CNPC islands (see (18-b)) in colloquial Czebk (esumptive is
realized as a clitic pronoun here and shows up in a typicéit glosition).

(18) a. Tojetenchlap[cpOp; [ccO] ti fikamZe [cpkdyZ
thisis theguy whatto youl say that if
mu; nedame dvalistky ] takbudemmit potize
to himwe not givetwo tickets so we will havetroubles

b. To jeta zenska[cpOp; [ccO] sem i dal ten
thisis thewoman whatl Aux to yougavethe
¢asopis [cpOpz[co] v ném; bylajeji; fotka ]
magazine whatin it was her photograph

However, Toman'’s (1998) examples given in (19) show thatmggion may
also take place in local contexts in colloquial Czech (s€&ed)l again with a
clitic realization of the resumptive pronoun) where movamganother option
(see (19-h)).

(19) a. chladcpOpi[cco] mu; nikdo newi]

man whatto him nobodybelieves
b. chlap[cpkerymy [c @] nikdo new¥i t;]
man to whom nobodybelieves

(19-b) involves an overt relative pronoun. There is also sumgptive-less
movement strategy with a null operator, as in German. Buinagalike what
generally seems to be the case in German, the strategiestangnear-) com-
plementary distribution, as they are in German. See (20dsunption) vs.
(20-a) (movement of an empty operator).

(20) a. Tojetennliz [cpOp; [cco] PetrnaSelt; nastole ]
thisis theknife whatPetrfound ontable

b. To jeta sochacpOp;[cco] se ji;  dotk]
thisis thestatue whatREFL her,,,, touched
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The situation that resumption can circumvent islands besdmt always have
to do so is familiar from a variety of languages, includingbireav (Shlonsky
(1992)), Arabic (Aoun et al. (2001)), and Irish (McCloske&002)), among
others (see Boeckx (2003), McCloskey (2006), Klein (20b8pfverviews).

Next, recall that resumption in German is possible only wtflativization,
and only if the relative operator is phonologically non-dveAs shown by
Szczegielniak (2005) for Polish, none of these propersiesucial. In Polish,
an overt relative pronoun that bears a full setpefieatures (person, number,
gender) as well as a case feature can license resumptio( 5eé

(21) a. Marysimna chiopcoOw]cp ktdrych, [c @] wiem ze ich;

Mary knowsboys whom I.knowthatthem
Ania lubi ]
Annelikes

b. Marysiazna chtopcow|cp ktérych, [c @ ]wiem ze Ania
Mary knowsboys whom I.knowthatAnne
lubi t; ]
likes

This resumption strategy with an overt relative pronourde available in Pol-
ish in island contexts which block regular movement; seegP@esumption)
versus (22-b) (Joanna Zaleska, p.c.).

(22) a. To jestksigz-k-a [cpktor-ggz  znam [pp chiopak-d cp
thisis  bookDIM o, which,.. I.know boviom

12 ps Szczegielniak (2005) notes, this is subject to an aatis# mate requirement. One might
speculate that this could be related to the question ofdslénlation as a last resort, given that
wh-extraction from complement clauses is much more résttim Polish than in, say, English; cf.

Witko$§ (1995). However, in the case at hand, there is optiondiizczegielniak (2005) does not
attribute a different grammaticality status to the two eanés in (21-a) (resumption) and (21-b)
(no resumption).

Also, it should be noted that an empty operator ptog(‘that’) construction, as in the Czech

examples just mentioned, is possible in Polish as well;seg, (i) (Joanna Zaleska, p.c.).

0) To jesttakiecos [cpOP: co wigkszdt  ludzi tego nie produkuije ]
thisis suchsomething thatmajority,om Peoplgen itgen NOtproduce

Cf. Pesetsky (1997; 1998) and Broihier (1995) for extendigeussion.
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ktor-y ja; przeczatat]]]
who,,,, itgee read

b. *To jestksigz-k-a [cpktor-gz  znam [pp chiopak-d cp
thisis bookDIM 0, which,.. I.know boV.om
ktér-y t; przeczatat]]]
who,,,, read

Wh-movement and topicalization can also involve resunmpiioPolish; see
(23) for an example of the former construction.

(23) [op Ktéry komputer ] Marekpodejrzewake Mariawie ze
which computeg.. Mareksuspected thatMaria knowsthat
Janchce go, kupic ?
Janwantsit  buy

Finally, resumption can circumvent island effects with mlovementin Polish
(cf. (24-a)), in contrast to a movement strategy withoutinggtion (cf. (24-b)).

(24) a. ?ppJakiegoobrazu] zadzwonitendoMarii [cppo jego,

which painting l.called to Maria  afterit

namalowaniu ] ?

painting

b. *[pp Jakiegoobrazu] zadzwonitendo Marii [cp po

which painting I.called to Maria  after

namalowaniut] ?

painting

In what follows, | will present a buffer-based account of guessibility of is-
land violations with resumption (in German, Czech, Polashd many other
languages), and | will show how it can be that resumption Ig parmitted if
it violates islands in German whereas it is also permittedtiver contexts in
Czech and Polisk®

13 | will have nothing insightful to say about the inability afsumption in languages like Swedish
(see Engdahl (1985)) and Vata (see Koopman (1984)) to astadd effects. The logic of the
approach to be developed below might lead one to postulatett resumptive pronoun in these
kinds of languages is not generated by a designated copgtaperbut comes into being in some
other way; see also footnote 28 below for some pertinent resna
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4. A Local-Derivational Approach to Resumptive Movement

4.1. Resumption as Movement

First, | would like to contend that in a local-derivationphése-based) ap-
proach, it is not possible to adopt a base-generation apprmaresumption,
as it is otherwise standardly assumédhere is simply no way how any syn-
tactic relation could be posited between a base-generasednptive pronoun
and a base-generated displaced item that can be sepa@ted by an arbi-
trarily large number of phasé8. Consequently, if cyclic Agree is excluded,
resumption must be derived by movement, and the differelnetgeen “stan-
dard” movement and resumptive movement with respect tditpcmnstraints
(as well as possibly other factors, like weak crossover)trhasexplained in
some different way (see Boeckx (2003) and Klein (2013), amsbime extent
Koopman (1984), Engdahl (1985), and Aoun et al. (208%)).
It is worth emphasizing that this consequence is indepenafetihe ac-

14 Note that this is so independently of whether there are gtmmpirical arguments against a
base-generation approach; in this context, see, e.g.rgoenants for movement based on recon-
struction advanced by Salzmann (2006) for (Swiss) German.

15 |n the same way, from a phase-based perspective it is nobi®ss envisage an “A-bar bound
pro” strategy for modelling long-distance dependencies, laastbeen suggested by Cinque (1990)
for cases of displacement that seem to selectively viokatiin constraints on movement, and as
it is still envisaged as a general possibility in recent wida Erlewine (2014, sect. 3).

16 Boeckx (2003) assumes that resumption arises as a restitanflg: The resumptive pronoun
is a D category that stays in situ, and the operator that has beerged as a complement of
D then undergoes movement; also see Grewendorf (2002) &r an approach to resumptive
pronouns occurring with left dislocation in German. Thiglies that movement dependencies
with and without resumption have a different source. In @sit Klein (2013) proposes that
there is a single source for both derivations, viz¢R embedding a DP throughout. On this
view, whether resumptive movement or standard movemesstplace depends on the order of
elementary operations: If the next higher phase head (g.garries out Agree with theP first,
the latter becomes transparent for extraction (as sugtegt®ackowski & Richards (2005) as a
general means of rendering phases transparent for ertrigciind DP undergoes (intermediate)
movement to the edge of the phase, strandingvhich is realized as a resumptive pronoun. If,
on the other hand, the next higher phase head (e.g., v) tsddeve (internal Merge) firstpP
still intervenes, and so DP cannot be attracted to an in@iateeposition alone but rather has to
pied-pipe thegp; this instantiates the strategy of movement without amggive pronoun. As
Klein (2013) shows, this approach in terms of the order aheletary operations makes it possible
to straightforwardly derive the Highest Subject Resticti
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tual local-derivational approach adopted in this monolg(ap., a phase-based
minimalist syntax with step-by-step bottom-up derivaipnAs a matter of
fact, exactly the same consequence holds for other locabappes to syn-
tax, even if they are declarative rather than derivationahature. In what
follows, | will briefly consider HPSG and GPSG analyses, wh@ovement
is modelled bysLAsH feature percolation (or sharing). Thus, Vaillette (2002)
develops an HPSG analysis in which a feattregumHA is assumed for re-
sumptive dependencies that co-exists with the standatdréefsLAsH] for
regular movement dependencies; since two different feataire involved, the
differences between resumptive movement and standardmande.g., with
respect to reflexives of successive-cyclic movement imJiig., complemen-
tizer choice) can be accounted for. In contrast, in the HPS&yais in Ass-
mann, Heck, Hein, Keine & Miiller (2010) that sets out to deriybrid re-
sumption/movement dependencies in Irish as they are egportMcCloskey
(2002), it is suggested that there is in fact only one kindeaitéire for mod-
elling movement dependencies (whether by resumption Qr viat, [SLASH],
and the differences arise with respect to whether thereaisrginof theINDEX
or LOCAL values, for resumptive pronouns and traces, respectiVhbse (and
other) differences notwithstanding, both HPSG analyses iasically presup-
pose that the moved items are of a different type in the tweitaotions; in
this respect, there is convergence with the analyses ink&q2003) and Klein
(2013) (see above).

Going back a bit further in time, movement-type analysesestimption
have also been suggested in GPSG. Maling & Zaenen (1982)dylistin-
guish between two types a$ [ AsH] features: the standard[AsH] feature on
the one hand, and one which is accompanied by a specialttigfsiL ASH]) on
the other; the two versions are referred to @af-SLASH] and [PRO-SLASH]
by Sells (1984). Locality constraints (conceived of asdeatco-occurrence
restrictions that block the passing on siLpsH] across certain specified cat-
egories) can then be made sensitive to the difference, satfEAaP-SLASH]
cannot be instaniated on certain categories (i.e., is)an@sd hence fails to
be passed on throughout the tree, connecting the baseopaaitd the moved
item — where PRO-SLASH] can be instantiated.

Also based on GPSG, Sells (1984) contemplates both an agpiroevhich
there is only one §LAsH] feature for both dependencies, and an approach
that envisages two different kinds afifJasH] features that are both passed
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on locally through syntactic trees. After rejecting thetfapproach because it
cannot accomodate the different kinds of reflexes of stahdevement and
resumption in a language like Irish, and because it is nat &dbdistinguish
between possible and impossible violations of islandshka goes on to ulti-
mately reject the alternative as well: A first argument ig tiigen an approach
of the type pursued by Maling & Zaenen (1982), it is compieteiclear why
there could be no languages where resumption is systeiiaticare island-
sensitive than regular movement; i.e., whered-sLASH] cannot be instani-
ated on certain categories whemap-SLASH] can be. Another argument has
to do with morphological realization: If resumptives ar&raduced by a spe-
cial type of [sLASH] feature that is different from ordinarng[AsH] features,
one would expect them to be realized in some special way notwgltally (as
with other items that introduce foot features that are mhssein trees), and
not like ordinary pronouns.

Sells’s (1984) conclusion from all this is that resumptiaes not in fact
involve a purely syntactic dependency after all: The movenhi(‘filler’) in-
troduces a$LAsSH] dependency, but this does not go down the tree, ultimately
reaching a resumptive pronoun; rather, it ‘dries up’ somewhin the middle,
licensed by a special rule o$[ AsH] feature termination (p. 330), and the cre-
ation of the dependency linking the moved item and the resivenpronoun in
its base position will eventually have to be brought abouthigysemantic com-
ponent of grammar, which arguably amounts to acknowleddefgat from a
syntactic perspective.

| take the problems that Sells raises for movement (or gajoifegerco-
lation) analyses to be real. However, it will turn out thag #ipproach to be
developed in what follows is not subject to the counterargni® raised by
Sells against movement-based approaches to resumption.

4.2. Buffers for Resumption

Given this state of affairs, and given the generalizatidrmiaisland violation
in the preceding sections, there are three questions tledttoebe addressed:
First, how can resumptive movement in German (and many ddnguages)
circumvent islands? Second, why does resumptive movernergtimesave

to cross an island (as an instance ofaat resortoperation), as in the Ger-
man data in section 2. above (see Shlonsky (1992), Pesdi8Rg)), and why
does resumptive movement sometinmes have to cross an island (as an in-
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stance obptionalresumption, as in the Slavic data in section 3.)? And third,
how can the locality (i.e., backtracking) problem be soltleat arises under

a local—derivational approach? This latter problem cas$isthe observation
that, at the point where it encounters an island, a moved (eeg, an empty
operator Op in some of the above sentences) must “know” whether there is a
resumptive pronoun in the base position or Hot.

I would like to suggest that a buffer-based approach makesfeed ac-
count of all three problems possible. More specificallyysw) the problem of
passing on information from the bottom of the dependencydstipating an
appropriate symbol on the moved item’s buffer in cases afrmggtive move-
ment will be shown to simultaneously address the other twblpms (why an
island can be voided, and why it sometimes has to be voided).

To begin with, suppose that resumption involves a copy mashaapply-
ing to DP. (Recall from chapter 1 that | am assuming througtiat standard,
non-resumptive instances of movement leave neither a copw race). In
a language like German, where only null operators partieigaresumptive
movement, it can be postulated that this first operation okgeating a copy
is simply excluded for wh-phrases, topics, overt relatigerators, etc.; as we
have seen, the situation is somewhat different in SlavicxtNeassume, fol-
lowing Pesetsky (1998), Toman (1998), McCloskey (2006, many others,
that independent principles ensure that the copy is spelléds a pronomi-
nal element, i.e., as the minimal well-formed realizatirmadP. Third, and

17 See Lavine (2003) for an early formulation of this kind ofiplem in phase-based syntax, based
on the task to correctly determine the different shapes gjfldced items in the target positions
with resumption and standard movement in view of the fadt e base position containing the
relevant information is normally separated from the dispthitem by phase boundaries. It is worth
pointing out that Lavine’s own solution for this problem catbe adopted in the present analysis.
On the one hand, his approach is not supposed to derive tleeedif behaviour of resumption
and resumption-less movement with respect to islands ina l@ay — rather, he follows Pesetsky
(1998) in assuming that whether or not islands are respeaziacbe decided on a strictly non-
local basis, by simultaneously checking the propertiebefdisplaced item and the base position,
and that the presence of a resumptive pronoun (classifiedreduaed copy) simply suffices to
circumvent island effects. On the other hand, his solutioeventually based on postulating that
there is no movement in resumption constructions at all &tipa that | do not think is tenable
in a strictly local approach, as noted above), so that diffekinds of displaced items in target
positions in Slavic resumption and regular movement caostms can be chosen simply on the
basis of whether or not a moved item is present in the speoffigre last phase.
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crucially, like remnant movement, resumptidnes not come for freeThe
creation of a copy in the base position (as part of the movemegration) is
registered on the moved item, more specifically, on theHat &cts as the value
of a movement-related feature. For concreteness, | wokidtdi suggest that
if a copy of a category with indexn has been made, this information is reg-
istered on the buffer that is the valueg§ movement-related feature ase;
so if a copy has been split off from a categorpearing index 1, both items
bear index 1 as a consequence (as is standardly assumea)easttows up
on-y in addition. Why ‘ele”, rather than, say, “1”, or something yet different?
This reflects the underlying assumption that copying is nebcuoussene in-
dicates that the copy should ideally not be present as aaeparit but should
be amalgamated — merged — with the moved item again (whiatgufke, can
never happen in the derivation), and this is something tresé-free represen-
tation would not indicate; but the obvious diacritic to ededhis is the symbol
e used to bring about Merge operatiois.

The generation of a copy in resumptive movement constngii® shown
in (25); the copy (XP) remains in the base position, and the original item
(XP;) undergoes an intermediate movement step to the phaseleaigeise of
the PIC.

18 This technically addresses the “deep mystery” raised bgxistence of resumptive movement
that is mentioned in McCloskey (2006, 113): If resumptiomvsilable (and arguably preferable
from a functional point of view because it can show up in mamytexts where pure movement is
blockedand because would seem to simplify parsing efforts), why is resumptive movement
possible in the first place? In the present approach, the eansatwofold. First, as we have
just seen, resumption involves an additional, hence cagtlyration, viz., the generation of a copy.
And second, the information that a copy has been producegistered on the buffer of the moved
item; as will be discussed momentarily in the main text, lgsggls to temporal defectivity that must
be removed in the derivation before a criterial positioremahed. Thus, resumption emerges as a
marked operation, just like remnant movement (see page &ab
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(25) Initial steps of resumptive movement
YP

XP1[y:Yele] Y’

P Y

PR

Y XP/4

Application of the copy operation (to items where it is peted, like empty
operators in German) is optional throughout (recall, et an empty opera-
tor is available in transparent non-resumptive contex@arman; cf. examples
like (1-a), (1-b) (both restricted to substandard var&ti€3-a), (4-a), and (7-a),
(7-b) (the latter two again restricted to substandard tiesg However, when
it applies, as in (25), its application is registered on thkeg of the movement-
related feature of the moved item. This means that after thkerfiovement
step, resumptive movement and standard, non-resumptivement can be
distinguished in a local way in the derivation: Moved iterhattare accom-
panied by a resumptive pronoun in the base position areesinglit by asne
symbol on their buffer, whene s the index shared by the resumptive pronoun
and the moved item. Resumptive movement of an item with a syarls on
its buffer must be unproblematic as such. However, a syrieobn the value
of a movement-related feature of some moved item implitengoorary de-
fectivitythat a derivation can live with for a while, but that must bmeslied
before the moved item reaches a criterial position (i.eQgitipn in which an
intrinsic structure-building feature of some lexical héaghtisfied, rather than
an all-purpose edge feature). The reason is that, just asawe deen in the
preceding chapter for a symbol generated by remnant movethensymbol
recording an instance of resumption will invariably triggeviolation of the
Williams Cycle in a criterial position.

Consequently, a symbol indicating the early generationaipy (i.e., re-
sumption) must be removed from an item before it reachesteriali posi-
tion (a specifier of a (,.1s}, in the case at hand). (26-a) shows a legitimate
case of intermediate resumptive movement where the Widli@ycle is satis-
fied vacuously because the moved item; A& not in a criterial position yet;
(26-b) shows how criterial resumptive movement leads forithedness. Here
the moved item XPis attracted by a head intrinsically requiring XB® be-
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come its specifier; the head is looking for X® movement-related feature.
(Fe<e}, fosre} stand for structure-building features — edge features aheri
ent, movement-inducing —i.e., criterial — features of aheaspectively — that
have been discharged and deleted.)

(26) a. Intermediate steps of resumptive movement
WP

XP1[7:ele] W/ (Vi-seq)
WeXe] YP
Y/
ZP Y

Y  XP,

b. Criterial steps of resumptive movement

WP
/\
XP1[vy:ele] w (*f-seq)
W[e=re] YP
Y/
X /\
ZP Y
/\
Y XP

Thus, the locality (backtracking) problem with resumptisrsolved: The in-
formation that a resumptive pronoun has been split off esirii the derivation
is accessible at later stages because it has been placee louffir associated
with the moved item.

4.3. Circumventing Islands by Resumption

Next, the task is to show how the presence of such a symbol e&e ihpos-
sible to circumvent what is otherwise an island for movemkere, the worst
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case scenario would be that one has to stipulate that a mradhiith a sym-
bol ene 0n the list that acts as the value of its movement-relatetifeaan
cross an island whereas a moved item without such a symbabt&h Still,
depending on the properties of the theory of islands thasssimed as back-
ground, simpler approaches may be available.

I would like to suggest that given the present assumptiopsitatesump-
tion, island circumvention follows without further ado werdhe theory of lo-
cality constraints on movement developed in Miller (2010 D). | briefly
outline this approach in the next subsection, and returresomption after
that.

4.3.1. An Approach to Islands

In Miller (2010; 2011), it is argued that island effects carderived from the
PIC: Last-merged specifiers and adjuncts (and, in some ,ceseplements)
are islands because their entering the phase (= phrasesuaseds throughout
this monograph) is thénal operation taking place in a phase that is triggered
by the (structure-building or probe) features of the phasadh After a phase
head has discharged its final (structure-building or préeafure, it becomes
inactive. This has a potentially fatal consequence givaheldge features re-
quired to effectintermediate movement steps to phase edgest be assigned
anymore (more precisely, cannot be generated by defeajwgmng anymore)
if the phase head is inactive (given the Edge Feature Condlitit follows that
no edge feature can be provided for a moved item in the lastiedeXP of a
phase head, and subsequent extraction will have to vidiatBiC.

More specifically, the approach works as follows. (Most @&f lackground
assumptions it requires are already in place; they haveih&educed in chap-
ters 1 and 2.) All phrases are phases; all operations arerdhy features
(structure-building or probe features); and intermedratsvement steps re-
quire edge features which are generated on phase head®ndaece with the
Edge Feature Condition (see (18) of chapter 2, repeatechsdY)).

19 However, as such, such a step would arguably not be radiddiigrent in nature from what is
standardly assumed, viz., that resumptive pronouns (avgsilgly, pros in some cases, see foot-
note 15) can find an antecedent outside an opaque domainagheaees (or copies that are not
phonologically realized) cannot.
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(27)  Edge Feature Conditian
An edge featuredX , e] can be generated by defective copying of the
categorial feature of a headof a phase only if (a) is active and (b)
this has an effect on outcome.

Activity in the sense of (27) is defined as in (28).

(28)  Activity of a phase head
A phase head is active iff it has not yet discharged all itscstire-
building or probe features.

Furthermore, the PIC (see (1) in chapter 1, which is repelagezd in (29))
presupposes a non-recursive definition of edge (such tleaspbcifier of a
specifier of a phase head is not accessible from outside dmepkee chapter
3).

(29)  Phase Impenetrability Conditiof1C):
The domain of a head X of a phase XP is not accessible to opesati
outside XP; only X and its edge are accessible to such opesati

Finally, one additional assumption that is required is thatstructure-building
features that a head is inherently equipped with (i.e., stdgorization features
and features triggering movement operations)adered this brings about
linking (i.e., correlating the lexically determined argem structure with the
hierarchical order of arguments in syntax). Thus, inhesénicture-building
features come in stacks (first-in/last-out lists, which ao¢ to be confused
with the first-in/first-out queues introduced for buffersdhapter 2). Edge
Features assigned in accordance with (27) always end uppaf tm existing
stack, and are discharged before the inherent structuldisigifeature below
is. Consequently, the lowest structure-building featureaagiven stack will
introduce an XP in the syntax for which an edge feature (ny)n@annot be
provided anymore.

Let us look at the consequences of this set of assumptionseeTdases
need to be taken into account: (i) last-merged specifiectu@ing, by assump-
tion, adjuncts, and hence also relative CPs); (ii) norHtastged specifiers and
complements; and (iii) last-merged complements (whereptements are de-
fined as sisters of lexical items and specifiers are defineidt@sssof complex
items).
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Consider last-merged specifiers first. The relevant chamgeise stack of
structure-building features of the phase head are show30n Here, §e] is
the last structure-building feature associated with thespthead. After dis-
charging this feature and merging with the X® ¢hat becomes its specifier,
7 does not have any structure-building feature left (on thestjan of probe
features, see below). Thereforeis inactive at this point, and an edge feature
[eXe] cannot be generated, given the Edge Feature Condition. elenyif
an edge feature cannot be inserted on a phase head intermediate move-
ment step of some categoryin the last-merged specifier XB) to Speer
is blocked, and a PIC violation will arise once the derivatinoves beyond
the phase headed hyand tries to extraat (given a non-recursive concept of
phase edge).

(30) Last-merged specifiers as islands
. [oﬁo]
— | — ~ violates (27)
— |7 [eX o]

This derives the illformedness of extraction from subjeBs¥and other last-
merged specifiers), as shown for wh-movement from in-sihjesas in Ger-
man in (31).

(31) a. *Was haberdenn[pp, t; fur Blicher] [pp, denFritz ]

what have PRT for books,om the Fritz,..
beeindruck®

impressed

b. *[pp, Uber wen ] hatwohl [pp, einBuch t ] [pp, denFritz ]
aboutwhomhaspPRT a book,om the Fritz,..

beeindruck®

impressed

Turning to non-last-merged specifiers and complements, gt situation
looks as in (32). Here, the phase head still has two subcategion fea-
tures on its stack of structure-building features. Theuestt the top, viz.,
[ede], is discharged first. (If the XP merged in virtue @bp] is the first item
merged with the phase head, it qualifies as a complementf dreté has been
another Merge operation triggered by a previous subcategmm feature, XP
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is a specifier; but the analysis does not distinguish thesectiges.) Since,
after discharge ofeje], there is another structure-building feature left on the
phase head, the phase head is still active at this point,rmedge feature can
be generated that attracts an item out of the non-last-rdergmplement or
specifier, thereby satisfying the PIC on the next cycle.

(32) Non-last-merged complements as non-islands

. [ede] = [efe]
— |7 [efe]
— |7 [eX 0] = [efe] ~ violates nothing
— |7 [oﬁo]
—|m —

An interesting consequence is that this approach actuadidigts a trans-
parency for extraction for those subjects where the phaaé (ie., v) has yet
another structure-building feature left after mergingghbject. This situation
obtains with cases of scrambling to an outer specifier of \aimgliages like
German or Czech; and indeed, subjects turn out to lose isl&tds if there
is extremely local scrambling to a position in front of it. i$imelting effect
induced by local movement to an outer specifier is illusttdtg the German
examples in (33-a) vs. (33-b).

(33) a. *Was haber{ppt; flir Blcher] [pp, denFritz] beeindruck?

what have for books,om, the Fritz,.. impressed
b. Was habenpp, denFritz] [ppt; fUr Bicher] ty

what have the Fritz,.. for books, o

beeindrucke®

impressed

Finally, as for last-merged complements, one might at figditeexpect them
to be islands in the same way that last-merged specifierdratmth cases, it
looks as though the phase head has become inactive afterettee Mperation.
This is shown in (34).

(34) Last-merged complements as islahds
7. [efe]
mo— ~- violates (27)
. [eX o]

—
—
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However, it is argued in Muller (2010; 2011) that the islatatiss of a last-
merged complement can be voided by a probe feature on the pleasl (that
shows up there on a separate stack) in a way that the islang stha last-
merged specifier can never be. (35) shows how a probe fedtike]) can
keep a phase head that has discharged all its structuisigifeatures active,
and thereby permit extraction from a last-merged complémen

(35) Last-merged complements as non-islands
7. [efe]

[xFx]
— |7 [*%Fx] ~ violates nothing
— | [eX o]
[xFx]

Such a way out is available for complements but not for spasifbecause
of the interaction of two requirements: First, unlike diarde of a structure-
building feature, discharge of a probe feature via Agreeiireg c-command
(so such a feature cannot help a last-merged specifier lgireahd second,
strict cyclicity precludes carrying out an Agree operatigith a complement
(or an item contained in a complement) after a specifier has berged® As
a consequence, extraction from a last-merged specifiell islstked through-
out, and extraction from a last-merged complement can @iy place when
there is an Agree relation between the phase head and thderoemt. Evi-
dence for this latter prediction comes from the observatiahextraction from
a complement CP is typically only possible with bridge vedrsd that extrac-
tion from an object DP also depends on the choice of embedeiny

This approach to islands is compatible with all the analgbesn above in
chapters 1-3! Let me now show how the assumption that resumption leaves

20 Note that this requires a minimal — and arguably indepemgenttivated — strengthening of
the Strict Cycle Condition adopted so far (see (5) from obra@), with projections replacing
phrases as cyclic domains; see Miller (2011, 183). Incédignthe revised version of the Strict
Cycle Condition must not exclude tucking in, which | havewsd to be necessary for multiple
movement (see (17-a) in chapter 2). Since the two configuratare sufficiently different (Merge
plus Agree in one case, two Merge operations obeying or@sepvation in the other case), making
the relevant distinction would seem to be unproblematic.

21 Two qualifications are in order, though. First, somethingraexwould ultimately have to be
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a symbolene on the movement-related buffer of the moved item accoumts fo
the absence of island effects against the background céiioach.

4.3.2. Minchhausen Movement

At this point, the analysis is straightforward. With resuiv@movement, there
is simply no need for an edge feature when an island (i.epl#ying a bit, a
last-merged item) is encountered: A moved,Xfears a symballe, and thus
brings its own designated edge feattinat may transport it (but no other cat-
egory) to the specifier of an otherwise inert, non-activesghthereby making

said to accomodate the analysis of the ban on extractioniomedt in chapter 1 for the purposes
of illustrating opacity effects (because that analysisasda on the assumption that Agree with
a specifier is possible). And second, the stack-based agiptosastructure-building features just
sketched actually implies that intermediate movementssf@pcede final movement steps (see
Muller (2011) for detailed clarifications as to why this ig.s@iven the assumptions about move-
ment to phase edges in (17) of chapter 3, this will have noedigiole effect on the structures
generated standardly in anti-freezing contexts (see (Rohapter 3), freezing contexts (see (22)
of chapter 3), and Muller-Takano generalization contesé® (24) of chapter 3); and it will not in
any way affect the gist of the results given there. Howevewill imply that intermediate move-
ment of XP in (22) of chapter 3 takes place before criterial movemerXmf (i.e., (17) is then
only relevant if other principles do not determine the orofeoperations); and that XPtherefore
c-commands XPrather than the other way round in the resulting respresenteStill, this has no
consequences whatsoever because WH still have to violate the Williams Cycle. In addition,
some minimal adjustments might be necessary for cases wheneis a criterial initial step (see
section 2.3.6. of chapter 3). Finally, one area where amditiassumptions might prove neces-
sary concerns one of the two possible accounts of data suttivses in (51-d) in chapter 2 that |
have addressed in appendix A.1.2.2., viz., the analysisrdicy to which extremely local criterial
scrambling of XP may in fact permit extraction from Xdfter XP movement in accordance with
the CED. Here, criterial movement needs to precede intéateethovement, as it stands.

While | take none of these consequences to be alarming, ibithwioting that that there is a
straightforward minimal mofication of the assumptions maldeut edge features and intermediate
movement steps in Muller (2011) laid out in the main text ayav modification that will leave
all the results regarding islands intact and at the samedifee unqualified compatibility witrall
(i.e., including minor) results of chapter 3: Suppose thilgfecfeatures do not end up on the stack
of inherent structure-building features of a phase heatldbun fact go on a separate stack; and
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the crossing of what would otherwise be an island posgikhe symbokle

is discharged as a result of this operation. This is an icstafwhat has been
calledMiinchhausemovement® (36) shows how an XPthat undergoes re-
sumptive movement (and hence, has the synbebs part of the value of its
movement-related featusg can be extracted from what would normally be a
barrier (a last-merged specifier WP, in the case at handgtptthse edge of the
next-higher category ZP (so as to avoid a PIC violation oretiguing cycle,
outside of ZP) even though Z has already been renderedveatithe point
where movement of XPmust take place, and therefore cannot be assigned an
edge feature attracting XRanymore:ele on XP; functions as an instruction
to merge a category with index 1 anew.

suppose further that presence of an edge feature alonetdaema phase head active in the sense
of (28). It then follows that edge features do not have to keltirged immediately (but delaying
discharge of edge features assigned earlier will not offeewa way of voiding islands for last-
merged items), and all orders in cases of multiple movemehether criterial or intermediate)
will fully be regulated by (17) of chapter 3.

22 This approach is somewhat reminiscent of Assmann’s (20t®ement-based analysis of par-
asitic gaps, which is also framed against the backgrountiefipproach to locality constraints
developed in Muller (2011). In this approach, an item (ivehat is sometimes conceived of as
an empty operator) can be moved from the base position tfie position containing the “para-
sitic gap”) across an intervening island (adjunct, subjeict) because a defective, complementary
part of the empty operator (-like element) keeps the phaad betive at the crucial stage of the
derivation where an edge feature needs to be generated. ti8iile is an important difference:
In Assmann’s analysis, a phase head is exceptionally keéptaso that an edge feature can be
assigned; in the present approach, the moved item bringa/iisedge feature.

23 Baron Miinchhausen escapes from a swamp (where he is trappéte dack of his horse)
by pulling himself up by his hair. The use of the nhame ‘Munalden’ in syntactic theory for
operations that resemble such an escape from a swamp ar@esd back to Sternefeld (1991);
also see Fanselow (2003) on head movement by reprojection.
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(36)  Circumvention of island effects with resumptive movement
a. ZP

XP; [:W...o1e] W’ YP Z

Suppose that all the well-formed examples involving restimnpin German
discussed above involve islands that can be reduced taviegitase heads
(cf. relativization in subject island contexts in (5-b)até/ization in what oth-
erwise acts as a bridge environment in (6-c), relativizatiothe presence of
matrix negation in (6-d), relativization in non-bridge texts in (6-e), rela-
tivization from a CNPC island in (9-a), (12-b) and (17-b)dawlativization
from an adjunct island in (9-b) and (17-a)). Then it follovisit resumptive
movement is possible here whereas non-resumptive movesieot. And in-
deed, as argued in Miller (2011), in all these contexts tiseaagohase head that
is inactive at the stage of the derivation where the phrastaaing the moved
item (in its left edge) is merged with it, with one proviso: derive the island



4. A Local-Derivational Approach to Resumptive Movement 515

status of CP complements embedded under bridge verbs fantivement
type relativization (see (6-c), (7-c), and (8-c)) — but rsaty, for topicalization
or wh-movement — by invoking a ban on edge feature insertiae o an inac-
tive phase head) and the PIC, it seems that is has to be asshatdidere can
be no probe feature for the last-merged CP in just this cotiiex would keep
the matrix V phase head active and accessible. At least froanely technical
point of view, this does not pose an insurmountable problethé approach
developed in Miller (2011): It is possible to postulate atompatibility of a

probe feature on V (required for edge feature generatioariagtem contained
in a last-merged CP complement) and a moved item that neadsigrgo an
intermediate step in the course of relativizatfén.

This analysis has two immediate consequences, both of vilniclout to be
confirmed by the evidence from resumption in German givewabieirst,ene
can only be used to circumveaheisland, not multiple islands. And second,
ene needs to find an island in order to be deleted from the buffeiGivin turn
is ultimately required by the Williams Cycle. | address #hego consequences
in the next two subsections.

4.3.3. Multiple Islands

Given that, like regular structure-building featuress on a buffer of a moved
item is discharged once it has brought about a structureibgi (Minch-

hausen) operation, the prediction arises that from thiatmmwards, an item
undergoing resumptive movement s actually not distingatide anymore from
other kinds of moved items. Consequently, crossing of mioae bne island
by resumptive movement should result in ungrammaticalRgrhaps some-
what surprisingly, this prediction seems to be confirmedXerman. Consider
the following examples. In (37-a), there is resumptive nmogat across two
islands: First, a CP island is crossed (part of a CNPC contantl second, a
subject DP island is crossed. This produces ungrammagictiere is a strik-
ing contrast between (37-a) (with resumptive movement feosubject DP)

24 The reason is that the latter information is locally ava#adt this point, assuming a solution to
the look-ahead problem involved here along the lines of gpg@aches mentioned in footnote 3 of
chapter 1. However, the technical viability of such an aot@i course still leaves open the more
fundamental questiowhyrelativization behaves differently from wh-movement appitalization

in this respect.
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and (37-b) (= (9-a), with resumptive movement from an obigR} 2>

(37) a. *DasisteinBuch[cpOP; [cwO] [ppeinMann tcp ] die

thisis a book where a man,om, the
Maria getroffenhat[cpder es geleserhat ]]
Maria,.. met has whoit read has

b. DasisteinBuch[cp Op; [c WO] ich[ppeinenMann tcp ]
thisis a book wherel a man, .
getroffenhabe[cp der es geleserhat ]]
met have whoit read has

The same goes for cases of resumptive movement combinihgfiradjunct
island and then a CNPC island, as in (38-a); again, theresslalé, but clear)
contrast with bare resumption across an adjunct islanah, @8ib) (= (9-b))?®

(38) a. ?*DasdsteinBuch[cp OP; [c wo] icheinenMann getroffen
thisis a book wherel a man,.. met
habe[cp der eingeschlaferst [cp nachdener es gelesen
have whofallen asleephas after heit read

hat]]
has

b. DasisteinBuch[cpOp; [c WO ] icheingeschlafebin [cp
thisis a book wherel fallen asleep have
nachdenich es geleserhabe ]]
after | it read have

Still, it might be that there are instances of resumptive emoent in the world's
languages that do not exhibit this restrictive pattern dmttially permit multi-
ple circumvention of islands. Polish might be a case in peie¢ (39) (Joanna

25 This account of (37-a) presupposes that extraction of tlaive operator takes place before
CP extraposition, thereby producing a counter-feedingramtion of operations (i.e., extraposition
would feed resumptive movement by making it possible toucireent the subject DP phrase but
comes too late to have this effect).

26 This account of (37-a) presupposes that extraction of thagive operator takes place before
CP extraposition, thereby producing a counter-feedingraution of operations (i.e., extraposition
would feed resumptive movement by making it possible toucirgent the subject DP phrase but
comes too late to have this effect).
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Zaleska, p.c.).

(39) a. To jestksigz-k-a [cpktor-aa  [pp chiopak]cp ktor-y
thisis bookDIM,,m which, .. boY,.om who,om
jar przeczatat |gadzwonitdoAni |

itec. read called Aniage,
b. To jestksigz-k-a [cp ktor-gg  spotkatanipp chiopaka
thisis bookDIM ,,0m, which,.. I.met boy,cc

[cpktor-y zasnd [cpkiedyja; przeczytat]]]
who,,,, fellasleep  whenit,.. read

In (39-a), resumptive movement crosses both a CNPC isladd aubject is-
land; and in (39-b), there is resumptive movement acrossdroadjunct island
and a CNPC island. To accomodate such conflicting pieces pireal evi-
dence, it will suffice to postulate that the symlsaé on a buffer of a moved
item can also be treated differently from regular structongding features in
languages (perhaps as a marked option), such that it doastindt (necessar-
ily; see below) disappear after effecting an intermediad@ement step.

4.3.4. Required Islands

So far, we have seen that, in the current system, a naturabfxeypressing the
fact that a copy of a moved item with indexhas been generated is to assume
that this is registered by a symbale on the moved item’s buffer, and that this
symbol can be used to bring about an intermediate movermemosthe moved
item in cases where no edge feature is available (i.e.,amdstontexts, given
that these are reducible to the PIC via an absence of edgedsat However,

it is clear that such a symbol is not quite a proper edge featwen if it can
fulfill the latter’s tasks as a last resort. Thus, a naturalchwsion would seem

to be that a symbodne on a moved item cannot normally be used to bring
about intermediate movement, in contexts where an edgeréeatould also
be available; it provides a last resort when all else failsisTheans that in a
situation like the one depicted in (40), where iR the specifier of Y needs
to undergo movement to a specifier of the next phase head Vélfviactive,

as signalled byeUe]), the derivation can only proceed by generation of an
edge featuredXyye], not by discharging the special symhdb recording the
presence of a resumptive pronoun in XP’s base position.
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(40) /\/\/{‘ —— - - —[eXe]
YP W
|
XPi[vy:ele] ... Wiy,

As a matter of fact, a preference for category-neutral edggufes over
category-specific (index-sensitive) structure-buildsygnbols on buffers of
moved items follows automatically if the Edge Feature Ctadiin (27) is
minimally strengthened in such a way that edge feature géperis viewed
as obligatory rather than optional (in contexts where theespthead is still ac-
tive, and where there is an item that needs to be moved to #idigher phase
head, i.e., where this “has an effect on outcome”); see (41).

(41) Edge Feature Conditiofrevised):
An edge featuredX ;. o] is generated by defective copying of the cate-
gorial feature of a head of a phase iff (a)r is still active and (b) this
has an effect on outcome.

(41) implies that an edge feature is generated when it carebergted, and
given that an unchecked edge feature would lead to a crasie afgrivation in
the same way that other structure-building features dougtrbe discharged
instantaneously. A symbol registering the creation of amgstive pronoun on
the buffer of a moved item, on the other hand, does not imnelglitead to
a crash of the derivation; it can be tolerated by the dedwaith intermediate
movement steps. However, the presence of such a sysakain a moved
item will lead to a violation of the Williams Cycle if it is natischarged before
a criterial position is reachedine can never be part of a proper functional
sequence (f-seq), in exactly the same way that the indexwoé sther category
that is placed on the buffer of a moved itemdrover-3 (remnant movement)
constructions can never be part of an f-seq (see chaptethd, then, derives
the last resort nature of resumption in German: A symshelon a buffer must
be discharged before a criterial position is reached, aaaiy way to delete
it is to use it in a context where a regular edge feature cabegenerated —
i.e., in anisland context.
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Still, as noted above (see page 138), there are also langwawgre re-
sumption is not a last resort phenomenon, in the sense thamgion can
circumvent islands but does not have to. For languages wiestenption
is possible in non-island contexts, it can be assumed tleatethiture can be
deleted on buffers if a Williams Cycle violation would othase be unavoid-
able?’ Taken together, the space for cross-linguistic variatiothe realm of
symbols registering resumption on buffers then comprise®ption of delet-
ing or maintaining the symbol after it has effected an intdiate movement
step, and the option of maintaining or deleting the symbackises where it has
not effected an intermediate step, with the latter choicggably emerging as
the more marked ones (from a conceptual point of view at |&asit based on
the actual distribution of the patterns among the world'gjlzages). Since the
variation would seem to be empirically well establishedk itot clear whether
further restrictions could — or should — be establishedngtrate, the current
approach locates the variation in a low-level domain (malaifion of symbols
on syntactic buffers), and not in deeply embedded parasitatyield several
further consequences in potentially unrelated domains.

4.3.5. Other Islands

Whe-islands in German pose an interesting challenge for fipgcach devel-
oped above. As shown in (42), resumptives are permitted laith-distance
relativization across wh-islands in German.

(42)  DasisteinBuch[cp Op; [cWo] ich nichtweil [cpwie manes
thisis a book wherel not know  howone it
bestellerkann ]]
order can

Movement without resumption leads to illformedness, aswaeld expect;
cf. the examples in (43-a) (with an overt relative pronoury &43-b) (with an
empty operator, a strategy that is available in Standarth@ebut stigmatized,
as noted above).

27 This symbol would thus behave similarly to what is assumedfobe features in general in
Preminger (2011).
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(43) a. *DassteinBuch[cpdas [c (wo)] ich nichtweild [cp wie
thisis a book wherel not know  how
mant; bestellerkann ]]
one order can

b. *DasisteinBuch[cp Op; [c WO ] ich nichtweil3 [cp wie man

thisis a book wherel not know  howone
t; bestellerkann]]
order can

The reason why an example like (42) is potentially probléeriatthat unlike
all the other island types discussed so far, wh-islands ctteably not derived
via inactive phase heads in the approach developed in M{@@t1, ch. 5)
(but in some other way that involves the “maraudage” of mosetinducing
features on interrogative C by the long-distance-moved,itmaking subse-
guent creation of the wh-clause by wh-movement impossitiée; cf. page 19
above). Itis therefore not clear how a symbol like on a buffer of a moved
item after resumption (copying) has taken place in situ @&p tircumvent the
wh-island.

Taking a step back, it would seems to be reasonable to dissihghe-
oretically between strong (invariant) islands and weakt{gly transparent,
operator-induced) islands; see Cinque (1990) (althouglaritbe noted that
Cinque groups factive islands together with wh-islandsrghs the present ap-
proach groups them together with other strong islands}hEumore, as noted
by Boeckx (2003, 110-113), there are some languages (Sit@telic, Greek,
Romanian) where strong islands (like adjunct islands anBClslands) block
resumption whereas wh-islands permit resumption, whighiralso be taken
to indicate that the two island types should be treated reiffety 2 These con-
siderations notwithstanding, it seems clear that somgthiti eventually have

28 Of course, the question arises of why it is that some langaihgee resumption constructions
that cannot cross (strong) islands. In footnote 13, | speedlthat where resumption cannot cross
any islands whatsoever (as in Vata), this might be due toyadiéferent syntactic process under-
lying the phenomenon. The observation that the presenysiagiredicts that resumption can (in
the unmarked case) cross one island but not more (sinceithendy one relevant symbol present
on the buffer of a moved item that can effect Miinchhausen mew) potentially offers another
solution to this problem: It might be that where resumptianrmot cross strong islands in a lan-
guage, this could be due to the fact that there is actuallyerttan one island (i.e., more than one
item that is last-merged in its phase) present in these anisns.
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to be said against the backdrop of the present analysis abyouv-islands
permit resumption in German — a language where, as we haneresemptive
movement is characterized by contexts where an item ha®$s exxactly one
last-merged XP that would block regular movement.

I will not attempt to advance a full-fledged solution at tham, but there
are various possible ways out of this conundrum. Perhaps ofesously, it
might simply be the case that the existence of a factive pné¢ation of the
embedded clause, which is also present in embedded wheslau&erman, is
sufficient to derive the island status of the constructidfeast with relativiza-
tion — even verbs likesagen(‘say’) which are not factive when they embed a
declarative clause, trigger factivity when they embed acketuse?® A second
alternative that strikes me as viable in principle would b@$sume that wh-
islands can be given the same kind of explanation as ottaerdslin the theory
developed in Mller (2011), i.e., that they could be reducdtie impossibility
of edge-feature insertion, and thus to a violation of the,Rifter all. While
there are various technical issues that would have to bedatvsuch an ac-
count, it is worth pointing out that CED-based approachegtasland effects
are by no means unheard of. As a matter of fact, the analysib-alands put
forward in Chomsky (1986) is of exactly this type; and so is tptimality-
theoretic approach developed in Legendre, Smolensky &Ani($998).

5. Conclusion

At this point, let me draw a conclusion. Based on empiricadence involving
resumptive movementin German, | set out to address thrdxguns that arise
for a local-derivational approach: First and foremostrehie the backtrack-
ing problem: How can the information that a resumptive pronoccupies
the base position be made accessible on the moved item asfates of the
derivation, where it is required? Second, there is the prolthat resumption
raises with respect to movement theory: Hoan movement in these resump-
tion constructions circumvent an island? Finally, thittere is the last resort
problem: Why does movement in these resumption constnsitiave tocross

2% This would presuppose that CP complements of one and the earbenay either enter the
structure as the final operation brought about by inherexitifes of the phase head (in the case of
wh-complements), or as a hon-final operation triggered éyttase head (in the case of declarative
complements).
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an island? | have proposed a specific solution to the firstlpnolin terms of
buffers, conceived of as lists that act as the values of mewntrelated features
(like, in the case at hand, [rel]), and that temporarily storinimal pieces of
syntactic information (like, in the case at hand, the infation that a copy has
been generated of the moved item in its in situ position) eGithe approach to
movement developed in Miller (2011), it has turned out thigtis virtually all
that needs to be said, provided that the information thatpg bas been split
off the moved item, and is thus “missing”, is encoded by a syintike ele
(with n the index of both the original item and the resumptive copyider
this assumption, the two remaining problems are then autoatis covered

as well because (a)le canbe used to circumvent an island (by attracting the
item that bears index 1 to the next specifier, which would tige not be pos-
sible), and (bjle mustbe used to circumvent an island because it has to be
removed from the buffer before a criterial position is restljotherwise the
Williams Cycle will be violated). Nevertheless, | woulddito emphasize that
the main goal of the present chapter is to motivate the engaafiresumption
on the buffer of a moved item; island circumvention as a lasbrt could then

in principle also be expressed in a less direct way agaimsb#tkground of
other approaches to (locality constraints on) moverignt.

30 Also note that there are alternative approaches to islamdirivention by resumptive move-
ment in the literature; see in particular Boeckx (2003) (veliggests that only those items can
leave islands whose movement does not involve an Agreeamrlaith respect tap-features that

is brought about by the attracting head, and that this hadslf legitimate cases of resumptive
movement across an island) and Klein (2013) (who proposgsiibved items that leave behind
a resumptive pronoun are small enough to squeeze througiersametaphorically speaking).
These approaches are potentially interesting as they vemach to make it possible to address the
backtracking problem without buffers: Both approachgsusdite that the moved item looks differ-
ently in cases with and without resumption (see footnotetva). | will not attempt here to dis-
cuss these approaches in any detail; but | would like to cahtieat neither approach is completely
unproblematic as it stands, and that the backtracking erolthat motivates the present chapter
can still safely be assumed to be real. As shown by Salzma&06(292-294), Boeckx's (2003)
account essentially amounts to a restatement of the fasis; the basic premise thagtfeature
Agree is generally involved in A-bar movement is most liketysguided (see Salzmann (2006,
293), Miller (2011, 99-101)). As for Klein's (2013) apprbadt seems clear that the hypothesis
that constituent size matters for locality constraints @mvement, while original and intrinsically
interesing, will ultimately require a complete rethinkiofj both movement and locality theory,
which has not yet been undertaken.
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Conclusion

This monograph has addressed three backtracking problemhatise with
movement in local-derivational approaches to syntax ineggnand with
phase-based approaches in particular. First, there issoe iof backtracking
in improper movemenilo determine whether movement to, say, a specifier of
V counts as improper or not, access to information about ihats of phase
edges a moved item has gone through on the way to its ultimatirlg site
is required. Given phase-based syntactic derivation (rgererally, a local—
derivational approach), such information is not accessitblthe point where
it is needed. Secondgmnant movemegives rise to a backtracking problem:
To determine whether movement of some item from which etitratas taken
place earlier in the derivation is legitimate or not, acdessformation is re-
quired that specifies whether the extracted item has alnesbhed a criterial
position or not. Again, in a phase-based approach suchnmtion is not per
se available at the point where it is needed. Third, a sirbéaktracking prob-
lem shows up withesumptive movemerifo determine whether movement of
some item can (and, indeed, must) cross an island, it mushdsrkwhether
a resumptive pronoun occupies the base position or noteSiecrelevant is-
land can show up at much later stages of the derivation (in$aparated from
the base posiiton by an arbitrary number of interveningsga), we are again
dealing with a kind of information that is not available a¢ ghoint where it is
needed.

Since in all these cases it @ntextualinformation present at an earlier
stage of the derivation, rather thawherentinformation associated with the
moved item, the obvious conclusion is that a mechanism nxistttbat makes
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this type of information accessible on the moved item, anelwauld expect
this mechanism to be as minimal and economical as possibtginét this
background, the main substantial hypothesis of the presenbgraph is that
languages accomplish this feat by resortingudfers Buffers are lists of sym-
bols encoding minimal aspects of earlier stages of the diéoiv, and tech-
nically they are simply viewed as values of movement-reldéatures (like
[wh], [top], [X], [rel]) of moved items. The single main difference to stan-
dard assumptions about feature valuation that is neededisrapproach is
that valuation is not disjunctive: The value of a movemaesi&ted feature on
a moved item is @ueuelike list to which information is successively added,
and from which information is also constantly deleted, asdkrivation un-
folds. This makes it possible to solve the backtracking fenmis and maintain
strictly local analyses of improper movement, remnant mue#at, and resump-
tive movement.

In all three cases, a local version of the Williams Cycle iggg the sym-
bol list on a buffer to conform to f-seq has proven crucial:nNdause bound
movement, remnant movement, and resumptive movementallrigie to de-
fects (viz., incompatibilities with f-seq) that languagésally want to avoid,
that they can tolerate temporarily in the derivation, arat thust eventually be
remedied before a criterial position is reached.

At this point, it may be worth pointing out that the bufferdea approach
developed in this monograph potentially has much wider fiaations, far be-
yond solving backtracking problems with improper movemmesrhnant move-
ment, and resumptive movement: It offers the beginnings dfiery of
markednessf movement operations, and, concomitantly, of constomstin-
volving displacement. Thus, first, non-clause bound movemees not come
for free; by contaminating the buffer of a moved item with &egary symbol
that is at variance with f-seq, it gives rise to temporarpithedness, which
must be undone before a criterial position is reached if oppr movement is
to be avoided. Second, remnant movement does not come &mi@/ement
from another item that will also undergo movement itsel/&=aan index on
the latter’s buffer that contaminates it and must be remdoefdre a criterial
position is reached. And third, resumption does not coméréar either: The
generation of a copy in the base position leaves a desigeatexiure-building
symbol on the moved item’s buffer that contaminates it, drad inust also be
removed before a criterial movement step is carried outsTive end up with
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clear predictions as to what kinds of displacement countaked, and what
kinds of displacement count as unmarked: On this view, inutirearked case,
movement is clause-bound; movement does not involve intatmpategories
(where there is extraction from the moved item); and movemees not leave
a resumptive pronoun behind. This makes clear, and poligrititeresting,
predictions for areas of linguistic research where markediplays a role: lan-
guage change, acquisition, and processing.

Similarly, the consequences of the buffer-based appraaciotement de-
veloped here might also be relevant from a typological psgtye. In particu-
lar, they would seem to be relevant for the concept of cartyracgued for in
Corbett (2005) and much related work, in the sense that thregtty provide
a theoretical underpinning for the concept of canonicitgisplacement con-
structions: Canonical movementis clause-bound, comfitetextraction from
the moved item), and unique (only one position in the depecglés phono-
logically realized). Deviations from the canonical idesd axpected to occur
freely, but to be identifiable as such.
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a-over configuration, 67

A-over-A Principle, 73
activity (of a phase head), 39, 148
Activity Condition, 32

adjunct island, 131, 137, 153, 154, 156,

157, 160

affectedness (of constituents), 115
Agree, 2, 5, 8, 10, 17, 18, 21, 32, 66, 77,

79, 140, 151, 152, 162
cyclic, 5, 123, 140
anti-freezing, 71
anti-locality, 45, 86
anti-reconstruction, 95

argument/adjunct asymmetries, 3, 94

clitic movement, 26

extraposition, 26

object shift, 26

pronoun fronting, 26

raising, 26

scrambling, 25

clitic climbing, 26

complement, 148

last-merged, 150

non-last-merged, 149

Complex Noun Phrase Condition (CNPC),
61, 62, 131-133, 137, 154—
157, 160

Condition on Extraction Domain (CED),
2, 39, 69-75, 80, 81, 87, 89,
98, 110-113, 152, 161

backtracking, 4, 35, 75, 76, 123, 143, 146(’30nnectedness 3

161, 163, 164
Barss’s generalization, 95-97
binding, 16
bleeding, 15, 18, 69, 70
Bounding Condition, 2

buffer, 2,9, 40, 41, 76, 123, 142-146, 164,

165

c-selection, 111

canonical typology, 165

case stacking, 63

chain accessibility sequence, 22
chain interleaving, 70
Chain-Binding, 22

clause-bound movement

constraint interaction, 104
constructed plural, 63
contamination, 77
contextual information
on moved items, 6, 163
ontrol
infinitive, 16
movement theory of, 16
copy, 8, 144, 145
copying
and resumption, 143
defective, 40
counter-bleeding, 5, 15, 16, 18, 22, 67, 69,
71,72,79, 98
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counter-feeding, 15, 16, 69, 79, 84, 85, 8®lead Constraint, 2

88, 98, 156 Head-Driven Phrase Structure Grammar

criterial position, 7, 25, 31, 112, 145 (HPSG), 11, 141
Highest Subject Restriction, 136, 140
D-linking, 3
declarative improper movement, 27
vs. derivational approach, 10, 68, 7Improper Remnant Movement Constraint,

decontamination, 77 120
deletion (with movement-related feadnclusiveness Condition, 44, 77

tures), 43 and edge features, 39
derivational Index Filter, 78

vs. declarative approach, 10, 68 information structure, 104
DP-internal PP preposing, 60—-62
last resort, 134, 137, 139, 142, 157, 161
edge feature, 8 left dislocation, 93
Edge Feature Condition, 39, 41, 148, 158 evel Embedding Conjecture @c), 30
Empty Category Principle (ECP), 8, 9, 68level of representation, 80

ergative DP Lexical Functional Grammar (LFG), 11
prohibition against movement of, 17|ocal

exceptional case marking (ECM), 15, 58 vs. non-local approach, 10

expletive construction, 79 local-declarative approach, 11

extraposition, 26, 89-92, 106-111 local-derivational approach, 10

extrinsic ordering, 80 locative adverbial, 105

look-ahead, 4, 39, 65, 75, 155
feature splitting, 32

features maraudage, 19
driving syntactic operations, 8 markedness, 164
feeding, 15, 59, 79, 83, 121 melting effect, 150
freezing, 69 Merge, 2, 8, 10, 33, 39, 79, 144
functional sequence (f-seq), 7, 40, 78, 1584erge over Move, 80, 94
164 Merge vs. Agree, 17-21
branching, 60 Minimal Link Condition (MLC), 39, 52,
73, 80, 81, 93
Generalized Ban on Improper Movemen}ninimm search, 80
(Geoim), 30 Move, 2, 10, 79, 140

Generalized Phrase Structure Gramm"i‘ﬁovement to phase edge, 80
(GPSG), 10, 141, 142 multidominance, 8

Generalized Prohibition against lmpmpef\/luller-Takano generalization, 72

Movement (GNPIM), 115 Miinchhausen

harmonic parallelism, 11 Baron, 153
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movement, 152—-155, 160

No Tampering Condition, 77, 81
non-local

vs. local approach, 10
non-local-declarative approach, 11
non-local—derivational approach, 11

obligatoriness vs. optionality, 80
occurrence, 8
opacity

also see counter-bleeding, counter-

feeding, 15, 69, 152
optimality theory, 11
order preservation, 80

path, 12

phase = phrase, 8

phase edge, 8, 74, 80

Phase Impenetrability Condition (PIC), 2
73,148

pied piping, 81, 140

Principle A, 16, 22

Principle C, 28, 94, 95

Principle of Minimal Compliance, 3

Principle of Unambiguous Binding
(PUB), 29, 70

Principles-and-Parameters theory, 11

pro, 140

probe feature, 8, 77

promiscuity, 36

Proper Binding Condition, 8

queue (first-in/first-out list), 42, 148

raising to object, 58

reconstruction, 95, 140

referentiality, 3

reflex of successive-cyclic movement, 11
reflexivization, 16

remnant movement, 67

and categorial selectivity, 100-108
and unexpected anti-freezing, 109—
113
multiple, 88-92
repair, 13
reranking of constraints, 80
resumption, 123
and islands, 131-138
grammaticalized, 135, 136
in Czech, 137-138
in German, 124-136
in Polish, 138-139
intrusive, 135, 136
resumptive movement, 140
Right Roof Constraint, 26

scope, 95-97
scrambling
clause-bound, 48-49
long-distance, 49-57
Slash feature, 12, 140-142
sluicing, 12
multiple, 13
specificity, 80
anti-, 80
specifier, 148
last-merged, 149
non-last-merged, 149
Specifier-Head Bias, 18
stack
for probes, 151
stack (first-in/last-out list), 42, 148
stratum, 80
Strict Cycle Condition (SCC), 16, 17, 30,
70, 75, 80, 81, 109, 151
string-vacuous movement, 48, 102, 109,
110, 112
globally, 89, 102
locally, 101, 102, 107, 109, 113
Subjacency Condition, 2, 8
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subjectisland, 26, 149, 150, 154, 155, 157
super-raising, 26, 53-57
superiority, 52, 53

temporary defectivity, 40, 47, 65, 66, 77,
88, 93-97, 145, 164

timing, 15-23, 40, 74, 76, 77, 79-81, 144,
145, 156, 158, 164

topic island, 116, 121

trace, 8

transderivational constraint, 70

tucking in, 80

typology, 165

unbound trace, 68
Upward Boundedness Constraint, 26

valuation
of movement-related features, 42
without disjunctive ordering, 63

wanna-contraction, 15

weak crossover, 52, 53, 140

wh-island, 71, 94, 96, 121, 135, 159-161

Wh-Island Condition, 9

wh-movement
clause-bound, 44-46
long-distance, 46-48

Williams Cycle, 7, 30, 44, 78, 145



