
The lecture will discuss the Statistical Mechanics approach to 
understanding the general principles which underly the success of 
deep neural networks, including the analysis of Gibbs and online 
learning for teacher-student setups.

The theoretical analysis of deep networks will be accompanied by an 
introduction to the training of deep neural networks, for instance for the 
MNIST and Cifar data sets. An introduction to the use of TensorFlow 
and PyTorch will be given.
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