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LOCALITY AND LEFT PERIPHERY

1. Relativized Minimality and the cartography of structural positions.

The goal of this chapter is to provide a new, refined formal characterization of the locality principle known as Relativized Minimality. At the same time, we will try to show how the study of locality interacts with the “cartographic approach”, the attempt to draw maps as precise and detailed as possible of syntactic configurations.  A fundamental discovery of modern formal linguistics is that, if the length and depth of syntactic representations is unbounded, core structural relations are local. According to the Relativized Minimality approach, a local relation is one which must be satisfied in the smallest environment in which it can be satisfied. One traditional implementation of this idea is that, in a configuration like (1), a local structural relation cannot hold  between X and Y if Z is a potential bearer of the relevant relation and Z intervenes between X and Y. FN1

(1) ... X ... Z ... Y ...

Consider for instance the local relation linking a phrase to its trace. The relation holds in (2), but not in (3)b: the Wh operator who in the embedded Spec of C intervenes between how and its trace in (3)b, and who is a potential bearer of the antecedent relation in the relevant kind of chain; so the required antecedent-trace relation fails, and one cannot ask a Wh question concerning the manner adverbial in (3)b: 

(2)a   How did you solve the problem?

     b   How did you solve the problem t ? 

(3)a   I wonder who could solve the problem in this way

    b * How do you wonder who could solve this problem t ?

RM can be intuitively construed as  an economy principle in that it severely limits the portion of structure within which a given local relation is computed: elements trying to enter into a local relation are “short sighted”, so to speak, in that they can only see as far as the first potential bearer of the relevant relation. The principle  reduces ambiguity in a number of cases: whenever two elements compete for entering into a given local relation with a third element, the closest always wins. So, whatever its precise implementation, RM has desirable properties and appears to be a natural principle of mental computation. It is the kind of principle that we may expect to hold across cognitive domains: if locality is relevant at all for other kinds of mental computation, we may well expect it to hold in a similar form: you must go for the closest potential bearer of a given local relation.

For the principle to work, it is necessary to define a refined enough typology of positions to capture the selectivity of the effect; for instance, we must be able to express the fact that the subject position (a possible binder of certain types of traces in the VP) does not affect the chain link connecting how and its trace in (2)a. Here the study of locality meets with the the recent attempts to draw very detailed maps of structural representations, a research trend which is sometimes referred to as “the cartographic approach” (Cinque 1999, 2001, Rizzi 1997, 2001d and this volume). On the one hand, the results of the cartographic study provide a sound theoretical and empirical basis for drawing a typology of positions which the study of locality can build on. On the other hand, selective locality effects can provide evidence for differentiating structural positions, thus providing relevant evidence for the cartographic endeavor.  One of the aims of the present chapter is  to illustrate this interaction between the two research topics. 

The chapter is organized as follows. We will define an approach to locality in chains which formally implements the RM idea, and we will suggest that the postulated locality principle may extend to local processes distinct from chain formation: phonological processes, certain kinds of ellipsis, head-XP interactions. We will then look at locality in A’ chains and review certain argument/adjunct asymmetries that arise in the context of Weak Islands, and will take such asymmetries as a “signature” of RM-related phenomena. We will then focus on various empirical puzzles raised by selective locality effects on adverbial chains, and we will show that they are amenable to two theoretical ingredients: a detailed cartography of the left peripheral positions occupied by adverbs, and a proper typology of structural positions which RM is sensitive to. 

2. Minimal configurations and chains. 

The idea we now want to formally express is that local relations must be satisfied in a minimal configuration, the smallest configuration in which they can be satisfied. Consider the following definition:

(4)  Y is in a Minimal Configuration (MC) with X iff there is no Z such that

      (i) Z is of the same structural type as X, and

      (ii) Z intervenes between X and Y.

Statement (4) gives a definition of the minimal configuration which must hold in local relations, eliminating reference to the spurious notion “Antecedent government” and generalizing the notion to all local relations: the assumption here is that (4) is the fundamental locality principle, hence different subtheories for which  the concept of locality is relevant will refer to (4). We will continue to refer to (4) as Relativized Minimality (RM) in informal discussion. As for “sameness” of structural type, if we assume a theory not allowing phrasal adjunction, the relevant potential interveners will be heads or specifiers. So, heads are of the “same structural type” as other heads; as for specifiers, in order to capture the fact that, e.g., the subject does  not determine a minimality effect in (2)b we must introduce  some distinction. Let us assume for the moment at least the distinction between A and A’ specifiers, as in Rizzi (1990), a point which will be refined later on: so, an A specifier, the subject, does not affect an A’ chain in  (2)b, but an A’ specifier, the embedded Wh element, interferes in the A’ chain of how in (4)b.  So,

(5) “same structural type” =  (i)  head or Spec and, in the latter class, (ii) A or A’

As for the notion of intervention, for the cases which will concern us more directly the relevant concept is hierarchical intervention, defined in terms of c-command:

(6) Z intervenes between X and Y iff Z c-commands Y and Z does not c-command X

If locality  also applies to some processes not involving c-command, as is suggested below, intervention will be calculated in linear terms in such cases (see the discussion in section 3 below).

We will continue to express RM as a representational principle, a principle which must hold of chains at LF. For the purposes of this chapter, this can simply be considered the choice of a particular style of presentation, admitting a straightforward translation into a derivational style if need be. The rationale behind the choice of the representational style is the following. If there is LF, a level of representation through which the language  faculty “talks to” other cognitive systems, chains must be expressed on this level for a structure to be interpretable. Ideally, chains should be easily “legible” on inspection of the LF representation: we would not want the external systems to have access to the derivational history of the representation (this is basically the conceptual argument given in Rizzi (1986), where an attempt is made to provide empirical evidence for this approach). A simple way to achieve this result is to give a definition of chain which can directly read chains off LF.  Consider the following:

(7)  (A1,....An) is a chain iff, for 1 < i < n

     (i) Ai = Ai+1
     (ii) Ai c-commands Ai+1
     (iii) Ai+1 is in a MC with Ai
So, a chain is defined by the following elementary syntactic properties: 

a. Identity: each position is identical to any other position in internal structure. This is the copy theory of traces of Chomsky (1995) and subsequent work. Only the highest position in a chain is pronounced in the normal case, but all the positions have the same internal structure. Familiar reconstruction effects follow at once from this way of looking at traces. Following the formalism of Starke (1997) I will express traces as substructures within angled brackets.

b. Prominence, defined by c-command. I will assume for concreteness the definition of c-command given in Chomsky (2000). FN2

c. Locality, defined by the notion Minimal Configuration, as in principle (4).

(7) can be seen as an algorithm identifying chains at LF. Whenever a sequence of positions meets identity, prominence and locality at LF, it constitutes a chain. If one of the ingredients is not satisfied, the definition of chain is not met and, if a chain connection is needed for well-formedness, the structure is ruled out.  So, as locality  (MC) is not met in (3)b, no chain connects the operator how to a variable, and the structure is ruled out as a violation of Full Interpretation.

3. Combining elementary relations.

If identity, prominence and locality  are basic ingredients of syntactic computations,  we expect them to show some degree of modular independence. Linguistically significant relations should exist involving some but not all of these elements. In fact, this expectation appears to be fulfilled. We will now do the following exercise: we will freely combine two of the three ingredients which have been assumed to constitute chains and we will try to determine if the combination expresses a  significant linguistic relation.

A structural relation involving c-command and (some kind of) identity, but no locality, is pronominal binding: a pronoun can be bound by a quantified DP when the pronoun matches at least in part its featural makeup (whence the impossibility of  (8d) in the bound interpretation of the pronoun) and c-command holds (whence the ungrammaticality of (8e)), but no locality is involved: no matter how deeply embedded the pronoun may be into islands, binding is fine, as in (8abc):  FN3

(8)a  No candidate can predict  how many people will vote for him
    b  Every politician is worried when the press starts attacking him
    c  Which politician appointed the journalist who supported him?

    d * Which politician thinks that we’ll vote for them?

    e * The fact that no candidate was elected shows that he was inadequate.

A similar case is provided by languages using a fully grammaticalized  resumptive pronoun strategy in relative clauses (e.g. Modern Hebrew) and in other A’ constructions (e.g. Left Dislocation of the English kind, or Hanging Topic in the sense of Cinque (1990)): the head of the relative or the Topic must c-command the matching pronoun, but no island sensitivity is shown (constructions apparently involving pronominal resumption but sensitive to locality, such as Romance Clitic Left Dislocation, are better analyzed as involving full traces alongside the pronoun, as in many current analyses, which correctly predicts full reconstruction effects in such constructions).

A linguistic process apparently involving identity and locality, but not c-command is Gapping.  Koster (1978) observed that in cases like the following, with several conjoined clauses, the gapped verb can only be interpreted as identical to the closest overt verb (here read, and not sell):

(9)  John sells books, Mary buys records and Bill V newspapers     

Koster interpreted this as a manifestation of locality, and the similarity with the basic RM configuration is striking. Identity is obviously involved, but c-command is not: under standard structural assumptions, the string controlling gapping does not c-command the elided string.  FN4

Other plausible cases involving locality and (feature) identity but no c-command can be found in phonology (thanks to Morris Halle for useful discussion of this point). Consider for instance a process of assimilation in Sanskrit according to which “…a Coronal nasal assimilates the Coronal features  from a retroflex consonant that precedes it… The nasal can be arbitrarily far away from the retroflex, provided that no Coronal consonant intervenes”   (Halle 1995, 22, based on work by D. Steriade)

(10)   a  ks.obh-an.a   ‘quake’            b  kr.p-an.a ‘hum’

         c  ks.ved-ana   ‘lament’           d  kr.t-ana   ‘cut’

in (10)c-d the intervening coronals d and t block assimilation, even if they do not undergo the assimilation process, which is restricted to the nasals. So, here an active intervener does not have to have the exact same featural make-up as the target of the process: sharing same superfeature, presumably the articulator in the phonological example, is sufficient. As we will see later on, this is exactly the kind of situation that is found in syntax: not individual features, but feature classes, defined by some appropriate feature hierarchy, trigger minimality effects. So,  the parallel syntax-phonology in this case seems  not to be superficial, which again argues for the width of the locality principle involved.   

Another phonological phenomenon illustrating the point, taken again from Halle’s article, is Vowel copy in Ainu (based on work by J.Ito)):

(11) tas-a ‘cross’                 ray-e   ‘kill’

       per-e ‘tear’                   hew-e  ‘slant’

       nik-i ‘fold’                    ciw-e  ‘sting’

       tom-o ‘concentrate’     poy-e   ‘mix’

       yup-u ‘tighten’             tuy-e   ‘cut’

Certain morphemes are spelled out in this language as vowel suffixes whose quality is identical to that of the stem vowel, as in the left hand column. But if a glide intervenes (defined by the same articulator, dorsal, according to the analysis adopted), vowel copying is blocked and the default vowel e is used (right hand column).

Do we also find genuine linguistic relations involving c-command and locality, but dropping identity?  I would like to suggest that this corresponds to head-XP relations. Heads and phrases can interact locally  for such processes as  the licensing of inflectional features of the Case-agreement system, and for the licensing of special elements, null pronominals, etc.. These processes clearly involve distinct elements, heads and phrases, and are local. The claim here is that no special local environment, distinct from what is given by the fundamental locality principle, must be defined to deal with this case: the possible interactions are limited by the ingredients we already have, c-command and the notion of Minimal Configuration expressing RM. Head-XP interactions seem to be possible in three basic cases: Specifier/head, head/complement, head/specifier-of-the-complement. The first case is, e.g., nominative Case licensing. The second is, for instance, the licensing of an inherent Case by the Theta marking head, e.g. partitive assignment, with consequences for the definiteness effect (Belletti 1988). The third is, e.g., the relation of a Case assigning complementizer to the subject:

(12) [For [John to do that]] would be a mistake

Such relations apparently cannot go further than that: a head cannot reach a position higher than its specifier, or lower than its complement’s head (it cannot reach the complement of the complement, for instance). On the other hand, cases of a head influencing the properties of the specifier of its complement (for Case licensing or the licensing of null pronominals, on which see Roberts (1993)) are numerous and well documented. That a direct relation is established in cases like (12) is suggested by adjacency effects like the following:

(13)a     …that, tomorrow, John will do that

       b *  For, tomorrow, John to do that would be a mistake

(14)  * [For [tomorrow  X [John to do that]] would be a mistake

An adverb, which can normally intervene between a C and the subject, as in  (13)a, cannot in this case. This is explained by the fundamental locality principle  if the structure of (13)b must be something like (14), with X the head licensing the adverb position in the left periphery (Rizzi 1997). Then, for cannot reach the subject due to the intervention of X. FN5

So, rather than postulating a special government relation for this case, or a special computational process (covert movement, feature movement, a follow up checking operation, etc.), we can simply assume that the elementary relations of  c-command and locality combine here, giving the desired effect. Suppose that Head-XP interactions for feature licensing (feature checking and/or feature valuing in the system of Chomsky (2000, 2001)) are expressed in the following format:

(15) Feature K is licensed (checked, valued…) on (H, XP) only if 

(i) XP is in a MC with H, and 

(ii) c-command holds.

Where the feature in question may be a Case feature, or a feature involved in the formal licensing of a special category, pro and the like. As the XP must be in a MC  with X, we obtain that any intervening head would cause the relation to fail, so that a head can act upon the specifier of its complement, but not the complement of its complement (or in cases like (13)), because locality, as expressed by (4), would be violated. FN6

The following table summarizes the free combination of identity, c-command and locality, and the kinds of linguistically significant relations that are generated.

(16)   Chains:                              Identity,   C-command,    Locality

          Pronominal Binding:        Identity,   C-command

          Ellipsis:                            Identity,                            Locality

          Head/XP interactions:                       C-command,    Locality

4. Asymmetries in the A’ system involving the moved element.

Going back to chains, the system of Relativized Minimality, in its simplest form, predicts that a chain relation will systematically fail if a position of the same kind as the target position (in terms of the typology in (4)) intervenes.  The empirical evidence shows that some anomalies arise which require certain refinements. In this chapter we will focus on A’ chains. Two major kinds of anomalies have emerged: 

a. Not all elements moved to an A’ specifier are subjected to RM effects: for instance, Wh phrases with special formal and interpretive properties (D-linking, specificity,…) are not.

b. Not all intervening A’ specifiers trigger a minimality effect on A’ chains: some finer typology is then needed.

Here we will only hint at the first class of anomalies, which will be mainly used as a kind of “signature”  of the class of phenomena we are interested in, and then we will address the second class in detail.

The initial empirical observation pointing to the first kind of anomaly is due to Jim Huang, who observed that there is a sharp distinction between arguments  and adjuncts in cases of extraction from a Wh Island:

(17)a ? Which problem do you wonder how to solve <which problem>     (Huang 1982)

      b * How do you wonder which problem to solve <how>?

Arguments may be marginally extractable from indirect questions, depending on language-specific properties  and  on certain characteristics of the construction, but adjunct extraction is strongly and uniformly  banned in this environment. In one form or another, the argument-adjunct asimmetry became the distinctive characteristics of a certain kind of island environments,   the Weak Islands (as opposed to Strong Islands, blocking argument and adjunct extraction on a par: see Szabolcsi (1999) for recent discussion). 

But the distinction is not simply between argumental and adverbial material. In languages in which a DP specifier alone can be Wh moved, as for combien movement in French (see (18)a-b), we observe a similar asymmetry between extraction of the whole argument and of its specifier, as in (19)a-b, a paradigm based on observations in Obenauer (1994):

(18)a   Combien de problèmes sais-tu résoudre ___?

           ‘How many of problems can you solve?’

       b   Combien sais-tu résoudre [ ___ de problèmes]?

            ‘How many can you solve of problems?’ 

(19)a ? Combien de problèmes sais-tu comment résoudre ___?   

            ‘How many of problems do you know how to solve?’

      b * Combien sais-tu comment résoudre [___ de problèmes]?

            ‘How many do you know how to solve of problems?’

Adverbs and DP specifiers are not the only elements which resist extraction from Weak Islands: predicats are not extractable either, as Baltin (1992) observed: consider the contrast between the extraction of the subject and the predicate of a small clause from the Weak Island in (21), taking movement from the declarative in (20) as the baseline:

(20)a   How many people do you consider ___ intelligent?        

      b   How intelligent do you consider John ___?

(21)a ?? How many people do you wonder whether I consider ___  intelligent?

       b * How intelligent do you wonder whether I consider John  ___?

Finally, Cinque (1990) observed that not all arguments are extractable from Weak Islands: in order to be successfully extracted, arguments must have special interpretive properties, they must be specific, or presupposed, or D(iscourse)-linked, in the sense of Pesetsky (1987), with the range of the variable pre-established in previous discourse (see also Comorowski (1989)).  The relevant interpretive properties are particularly clear with certain Wh elements, e.g. how much/many. Consider for instance the following examples in Italian (see Rizzi (2001c) for  more detailed discussion):

(22)a ? Quanti problemi non sai come risolvere ___ ?

            ‘How many problems don’t you know how to solve?’

       b * Quanti soldi non sai come guadagnare ___ ?

             ‘How much money don’t you know how to make?’

(22)a may well be a request of information on the cardinality of a certain set of problems which is identified in previous discourse e.g. the problems listed on page 39 of my son’s textbook.  On that interpretation, extraction is at least marginally possible. But it’s harder to imagine a context in which (22)b may be a question about specific sums of money: Wh phrases like how much money normally do not involve any contextually pre-established sets of sums. So, unless very special contextual conditions are set up to make a specific interpretation plausible (we’ve been talking about particular sums of money that may be needed for different purposes, etc.) extraction is banned in (22)b. But if a specific interpretation is enforced, e.g. by an explicit partitive form, extraction becomes marginally possible again:

(23) ? Quanti dei soldi che ti servono non sai come guadagnare ___? 

          ‘How much of the money that you need don’t you know how to make?’

In conclusion, the only Wh elements successfully extractable from an indirect question are arguments with special interpretive properties (specific, presupposed, D-linked). 

5. Asymmetries involving the intervener.

Different theoretical accounts of the selective extractability of arguments have been proposed in the literature (see Cinque (1990), Rizzi (1990, 2000, 2001c), Frampton (1991), Starke (2001), Szabolcsi & Zwarts (1999), and references quoted there).  We will not address here the intricacies of the argument/adjunct asymmetries, and will focus on the restrictive case, the ban on non-argument extraction, leaving open the proper treatment of the relaxation of RM effects with (certain kinds of) arguments. Whatever the exact analysis of the asymmetries, we will take the observed selectivity as a marker of RM effects in the A’ system. 

So, the fact that we observe analogous kinds of selectivity with types of interveners different from Wh operators suggests that the RM effects generalizes to other types of configurations. For instance, Obenauer (1983, 1994) observed that the DP / DP Specifier asymmetry is also found in French across negation (as in (24), a case of the Negative Island Constraint of Ross(1983); see also Kuno & Takami (1997) and reference quoted there for other interpretations), and across quantificational adverbs like beucoup, peu (as in (25)):

(24)a   Combien de problèmes ne sais-tu pas résoudre ___ ?

           ‘How many of problems can’t you solve?’

       b * Combien ne sais-tu pas résoudre [___ de problèmes]? 

            ‘How many can’t you solve of problems?’

(25)a   Combien de livres a-t-il beaucoup consultés ___?    

           ‘How many of books has he a lot consulted?’

       b * Combien a-t-il beaucoup consulté ___ de livres?   

             ‘How many has he a lot consulted of books?’

       c   Combien de films a-t-elle peu aimés ___

            ‘How many films did she little like?’

       d * Combien a-t-elle peu aimé [ ___ de films]?

            ‘How many did she little like of films?’

Under the natural assumption that the negative adverb and quantificational adverbs, on a par with Wh elements, fill specifier positions in the clausal system, Obenauer’s  observation provided the empirical basis for the proposal that the typology of phrasal positions is determined by the A/A’ distinction: in particular, A’ specifiers determine minimality effects on A’ chains (Rizzi 1990).

An immediate problem for this idea is raised by the fact that only certain adverbs determine minimality effects. An adverb like attentivement (carefully) does not (Obenauer 1994, Laenzlinger 1996):  FN7

(26)a   Combien de livres a-t-il attentivement consultés ___ ?

           ‘How many of books did he carefully consult?’

      b   Combien a-t-il attentivement consulté  [___ de livres] ?

           ‘How many did he carefully consult of books?’

One could try to account for the selectivity of the effect by making the assumption that some adverbs fill A’ specifiers while others are adjoined to the phrase they modify, so that only the former count as interveners in the relevant sense. The distinction between A’ specifiers and phrasal adjunction is very dubious on general grounds, though (Kayne 1994). Moreover, Cinque’s  (1999) detailed theory of adverbial positions is based on the assumption that adverbs sit in Spec positions of dedicated functional heads (an assumption which is substantiated by the convergence of the ordering of adverbs and of verbal particles and inflections with the corresponding interpretive properties); so, no simple solution to the asymmetry in (25) and (26) seems to be available in terms of elementary tree geometry.

Analogous conclusions for the insufficiency of the A/A’ distinction in this context is provided by the fact that an intervening left-dislocated phrase determines only a mild degradation on both argument and adjunct movement in Italian:

(27)a ?  Non so come pensi che, a Gianni, gli dovremmo parlare t

             ‘I don’t know how you think that, to Gianni, we should talk to him’

       b ? Non so a chi pensi che, queste cose, le dovremmo dire t 

             ‘I don’t know to whom you think that, these things, we should say them’

The absence of any argument-adjunct asymmetry suggests that we are not in the realm of RM effects, and the parallel mild deviance of both examples is due to some independent principle (say, a subjacency-like constraint). Now, it is plausible that the left dislocated phrase occupies an A’ specifier position (Rizzi 1997), a conclusion that is enforced if we assume that natural languages do not allow phrasal adjunction (clearly, the dislocated phrase could not fill an A specifier, as the locality characteristics of the construction are totally different from those of A chains).  So, again, a typology of positions simply based on the A/A’ distinction for RM effects would incorrectly predict a strong and selective deviance in the case of (27)a.

Clearly, a more refined typology of positions is called for than the simple A/A’ distinction. In fact, in recent years a much more selective theoretical account of RM effects has been proposed. Consider Chomsky’s Minimal Link Condition: 

(28) Minimal Link Condition: K attracts a only if there is no b, b closer to K than a, such that K      

       attracts b.                       (Chomsky1995, 311)

This principle is an attempt to capture the same intuition as RM within a fundamentally derivational system. It differs in implementation from the original RM approach in at least three respects:

(29)a.    It is built into a particular syntactic operation, Attract (or Agree, in the system of Chomsky 2000);

     b.  It operates in the course of derivations;

     c. It characterizes the intervener as identical in featural make-up to the target.

As for the first point, the similarity of the syntactic effect with the locality effects observed in phonology, in ellipsis processes, etc. seems substantive enough to support the view that these effects follow from a general locality principle, cutting across specific operations and components of grammar.  So, we will continue to assume that there is a single locality principle which is appealed to by the different modules which involve locality. As for the second point, we will continue to disregard the derivational/representational issue in this chapter (but see Rizzi (2001c) for discussion). The third point is the crucial one here. Principle (28) is highly selective in the identification of possible interveners: an intervener is an intervening position with the same featural constitution as the target, as in (30)a. So, in this system,  a Wh island violation is excluded in that the higher C in (30)b cannot attract the Wh element in the embedded question across a Wh position in the embedded C system: 

(30)a          X            Z            Y

                [+f]         [+f]        [+f]

                                

                                *

      b       C  you wonder [which problem  C   [ to solve how ]]

This is selective enough to not run into problems with (26) and (27). The trouble is that this approach is too selective. As negation and quantificational adverbs clearly do not have the same featural make up as Wh elements (Wh elements are not attracted to the positions of negation or quantificational adverbs, nor vice-versa), the explanation of (24), (25), hence the generalization uniting these cases with (19) is lost.  In sum, what seems to be needed is a system more selective than the one based on the simple A/A’ distinction, but less selective than the one based on feature identity. In order to arrive at such a system we can now enrich the empirical basis of the discussion by studying other RM effects in the system of adverb syntax.

6. RM with adverbs

Koster (1978) observed that adverbs can’t cross other adverbs in certain constructions in Dutch. First of all, adverbs are strictly ordered in the middle field, e.g.  evaluative adverbs are higher than epistemic adverbs in IP internal, post-subject position: 

(31)a   Het is zo dat hij helaas waarschijnlijk ziek is             

           'It is so that he unfortunately probably sick is'                

       b * Het is zo dat hij waarschijnlijk helaas ziek is

             ‘It is so that he probably unfortunately sick is’

Both evaluative and epistemic adverbs can be moved to the left periphery to satisfy the V-2 constraint, as in (32)a, c, but if both adverbs are present, the lower adverb cannot move to the C system crossing the higher adverb:

(32)a   Helaas is hij ___  waarschijnlijk ziek

           ‘Unfortunately is he probably sick’

       b * Waarschijnlijk is hij helaas ___ ziek

             ‘Probably is he unfortunately sick’

       c   Waarschijnlijk is hij  ___ ziek

            ‘Probably is he sick’

This is very reminiscent of RM effect and, as pointed out by Cinque (1999), Koster’s original analysis was in terms of a very similar principle. 

The ban against crossing is not limited to V-2 languages. Consider the following cases in Italian: the celerative adverb rapidamente can be moved to the front, as in  (33)b, but not across a higher epistemic adverb as in (33)c.

(33)a   I tecnici hanno (probabilmente) risolto rapidamente il problema

           ‘The technicians have probably resolved rapidly the problem’       

       b   Rapidamente, i tecnici hanno risolto ___ il problema 

            ‘Rapidly, the technicians have resolved the problem’

      c * Rapidamente, i tecnici hanno probabilmente risolto ___ il  problema

           ‘Rapidly, the technicians have probably resolved the problem’

      d    Probabilmente, I tecnici hanno ___ risolto rapidamente il problema

            ‘Probably, the technicians  rapidly resolved the problem’ 

The same conclusion holds for an adverb like improvvisamente, which can move to the front, but not across the higher frequentative adverb spesso :

(34)a   Gianni ha (spesso) improvvisamente cambiato opinione       

            ‘Gianni has (often) suddely changed opinion’ 

       b   Improvvisamente, Gianni ha  ____ cambiato opinione

            ‘Suddenly, Gianni has ____ changed opinion’

       c * Improvvisamente, Gianni ha spesso ____ cambiato opinione

             ‘Suddenly, Gianni has often changed opinion’

       d   Spesso, Gianni ha ___ improvvisamente cambiato opinione                 

            ‘Often, Gianni has quickly changed opinion’

These judgment are relatively delicate, in that by manipulating somewhat intonational properties and discourse conditions the “crossing” cases can become acceptable. So such factors should be carefully controlled for. 

The next observation is about one such factor. The ban against adverb crossing is selective. Schlyter (1974) observed that, if simple preposing of an adverb across another adverb in French is excluded, as in the previous examples in Dutch and Italian (see (35)b), preposing of the adverb to a focus position, such as the cleft construction in (35)b, can successfully cross another adverb (examples due to Christopher Laenzlinger):  

(35)a   Jean s'est probablement dirigé calmement vers la sortie                                                      

           ‘Jean has probably moved quietly toward the exit            

       b * Calmement, Jean s'est probablement dirigé vers la sortie 

           ‘Calmly, Jean has probably moved toward the exit'’

       c    C'est calmement que Jean s'est probablement dirigé vers la sortie

             ‘It is calmly that Jean has probably moved toward the exit’

Cinque(1999) points out that the amelioration due to focalization is observed in a V-2 language like German, with the lower frequentative adverb able to move across the higher epistemic adverb if focussed:

(36) SEHR OFT hat Karl Marie wahrscheinlich gesehen          

        ‘VERY OFTEN has Karl Marie seen’

The same effect is observed in Italian: the equivalent of (33)c becomes acceptable if the adverb is focussed:

(37)  RAPIDAMENTE i tecnici hanno probabilmente risolto il problema (non lentamente) 

         ‘RAPIDLY the technicians have probably solved the problem (not slowly)’

One additional piece of the puzzle is that focalization, instrumental to allow movement of the lower adverb across the higher adverb, is of no help with negation: whether the adverb is focussed or not, movement across negation is banned. This is illustrated in Italian and French in the following examples:

(38)a Rapidamente, i tecnici (*non) hanno risolto il problema

          ‘Rapidly, the technicians have (not) solved the problem’

       b RAPIDAMENTE i tecnici (*non) hanno risolto il problema

          ‘RAPIDLY the technicians have (not) solved the problem’

(39)a * Calmement, Jean ne s'est pas dirigé vers la sortie

            ‘Calmly, Jean didn’t move toward the exit’

      b * C'est calmement que Jean ne s'est pas dirigé vers la sortie

             ‘It is calmly that Jean didn’t move toward the exit’

Finally, in special discourse contexts the “no crossing effect” observed in (33) disappears completely in Italian, even in the absence of focalization. This happens when the adverb has been mentioned in the immediately preceding discourse, a state of affairs that naturally arises, e.g., when a previous statement is corrected with a contrastive focus on some other constituent different from the adverb:

(40)  A: Credo che i tecnici abbiano rapidamente risolto entrambi i problemi

             ‘I believe that the technicians have rapidly solved both problems?

         B: Ti sbagli: Rapidamente, i tecnici hanno probabilmente risolto IL PRIMO PROBLEMA, ma non il  secondo, che era più difficile

      ‘You are wrong: rapidly, the technicians have probably solved the first problem, but not the second, which was more difficult’

In this kind of contexts with a recent mention of the preposed adverb, even negation ceases to have an adverse effect on adverb movement:

(41) Speravo proprio che potessero sbarazzarsi rapidamente di questo problema, ma devo dire che, rapidamente, non lo hanno risolto

        ‘I really hoped that they could rapidly get rid of this problem, but I must say that, rapidly, they didn’t solve it’

Let us summarize the different pieces of the puzzle identified so far:

(42)A   Only certain types of adverbs, quantificational adverbs, affect Wh movement of an adjunct: (25)-(26).

      B   All intervening adverbs block simple (non-focal) preposing of an adverb to the left periphery (32)-(33)-(34).

      C   This does not happen if the adverb targets a focus position: (35)-(36)-(37).

      D  Negation blocks both simple adverb preposing and preposing to a focus position: (38)-(39).

      E   But if the adverb has been mention in the immediately preceding discourse context, neither another adverb nor negation block preposing (40)-(41).

In order to try to deal with these effects we must now make some assumptions on the structural positions that adverbs can occupy in the left periphery of the clause. One step in the direction of understanding what is going on is the realization that preposed adverbs may target different positions in the C space. So we need a structured theory of  the C space. Let us then introduce some elements of the cartography of the left periphery.

7. The structure of the left periphery

In Rizzi (1997) the left periphery of the clause is seen as a structural zone defined by a system of functional heads and their projections, along the following lines:

(43)     Force    Top*    Foc   Top*    Fin    IP              

The system is delimited upward by Force, the head expressing tha clausal typing, the kind of information which must be readily accessible to an external selector; and downward by Finiteness, the head differentiating finite and non finite constructions. Romance and Germanic typically overtly express the Force head in finite clauses, as che in the Italian example (44)a  (with Topics and Focus following the Force indicator), but may also express Fin, arguably the position of prepositional complementizers in Romance, as in  (44)b (with the Topic preceding it in the linear order): 

(44)a     Credo     che        ieri     QUESTO    a Gianni           avreste dovuto dirgli

                         Force     Top         Foc            Top      Fin     IP

            ‘I believe that   yesterday THIS         to Gianni         you should have said’

       b    Penso              a Gianni,  di    dovergli parlare

                          Force    Top      Fin 

           ‘I think,          to Gianni,         to have to talk to him’

Celtic languages like Irish appear to normally express Fin in finite clauses as well, so that the complementizer go normally is preceded by other left-peripheral material, such as the preposed adverbial in (45) (I am following here the reinterpretation of the distributional evidence put forth in McCloskey (1996) in terms of the “fine structure” approach to the left periphery suggested by Shlonsky (p.c.),  Roberts (2001b)):

(45)    Is doíche      [ faoi cheann  cúpla lá     [go bhféadfaí imeacht]]

          ‘Is probable at-the-end-of couple day  that could leave’              

As Roberts (2001b) points out, Welsh appears to express both Force and Fin, so that  left peripheral material is sandwiched in between the complementizer particles mai and a:

(46)     Dywedais i  [mai  ‘r  dynion  fel arfer  a [werthith  y ci ]]

            ‘Said         I     C     the men    as usual C  will-sell  the dog’      

As for topic, focus and other discourse-related left peripheral positions, the assumption is that they are created by the usual structure-building mechanism, in fact the only structure building mechanism that is assumed: there are special functional heads of Topic and Focus which give rise to their own projections, and whose Spec’s are positions dedicated to topical or focal interpretation. In some languages the Top and Foc heads are overt: this is, for instance, a plausible analysis of the topic and focus particles ya and we in Gungbe, according to Aboh (1998): 

(47)   … do   Kofi   ya   gankpa   me we     kponon      le    su     i     do

        ‘…that Kofi Top  PRISON IN Foc    policemen  Pl   shut him there’ 

We may assume that other languages use analogous structures with null heads, thus differing from Gungbe and similar languages in the morphological manifestation of a fundamentally uniform syntactic system, a reasoning reminiscent of what is stardardly assumed in Case Theory ever since Vergnaud (1982).  FN7

8. The positions  of adverbs in the left periphery of the clause

What positions do left peripheral adverbs occupy? In Rizzi(1997) it was assumed that they normally fill  regular topic positions, which can proliferate quite freely in Romance (as many topics are possible as there are topicalizable elements). This hypothesis has some initial appeal in that the intonational contour of preposed adverbs is very similar to the topic intonation (the phrase is separated from the rest of the structure by “comma intonation”). Nevertheless, the assumption that preposed adverbials may be full-fledged topics is not very plausible on interpretive grounds. If the notional interpretation of a topic is “as for X (which is already present in the discourse context), I’m telling you that Y” (“As for your book, I’m telling you that I’ll buy it tomorrow”), a sentence with a preposed adverbs (“Quickly, John left the room”) does not seem to be felicitously paraphrasable in such terms  (“As for quick events,….”).  A straightforward way to highlight the difference between topics and preposed adverbs is the following: in Italian, a sentence with a topic (expressed here via the Clitic Left Dislocation construction) is not felicitous in out-of-the-blue (or “what happened?”) contexts, while a preposed adverb is fine in such contexts:  

(48)A: Che cosa è successo?

            ‘What happened?’

      B:    La polizia stradale ha fermato l’autobus per Roma

             ‘The road police stopped the bus to Rome’

      B’:   L’autobus per Roma è stato fermato dalla polizia stradale

               ‘The bus to Rome was stopped by the road police’

      C: # L’autobus per Roma, la polizia stradale lo ha fermato

              ‘The bus to Rome, the road police stopped it’

      C’:# L’autobus per Roma, lo ha fermato la polizia stradale

              ‘The bus to Rome, stopped it the road police’

      D:    Improvvisamente, la polizia stradale ha fermato l’autobus per Roma

              ‘Suddenly, the road police stopped the bus to Rome’

      D’:   Improvvisamente, l’autobus per Roma è stato fermato dalla polizia stradale

               ‘Suddenly, the bus to Rome was stopped by the road police’

Such contexts are compatible with both active and passive sentences (B), but not with topics expressed in the Clitic Left Dislocation construction (C) (whether the subject is preverbal or postverbal), while a preposed adverbial is fine (D), both in active and passive. A preposed adverb seems to have something in common with a topic, the fact of being made prominent by movement to the left periphery, but it does not share with the topic the necessary connection to the  background, whence its compatibility with “what happened” contexts. FN9, FN10

Distributional properties also suggest that preposed adverbs normally fill positions distinct from topic positions. On the one hand, preposed adverbs clearly can move to the left periphery, as they can precede bona fide left peripheral material, such as a left dislocated phrase (cf. also the fact that the preposed adverbial satisfies the V-2 constraint in Germanic examples such as (32), plausibly a  property involving the C system): 

(49)   Rapidamente, i libri, li hanno rimessi a posto

          ‘Quickly, the books, they put them to place’

But preposed adverbials, contrary to genuine topics (as in (50)c, (51)c), cannot naturally precede Wh elements in questions:

(50)a   Improvvisamente, Gianni è tornato a casa

            ‘Suddenly, Gianni went home’

       b  ?? Improvvisamente, chi è tornato a casa?

               ‘Suddenly, who went home?’

       c      Il mio libro, chi lo ha preso?

               ‘My book, who took it?’

(51)a   Rapidamente, hanno fatto i compiti

          ‘Quickly, they did the homework’

      b ?? Rapidamente, che cosa hanno fatto?

          ‘Quickly, what did they do?’

      c   A Gianni, che cosa gli hanno fatto?

         ‘To Gianni, what did they do to him?’

Evidently, there is a dedicated position for preposed adverbials which, contrary to (certain) Topic positions, is necessarily lower than the position filled by the Wh elements in (50)-(51).

Preposed adverbials can’t naturally occur in a position lower than the Wh element either, a property plausibly related to the obligatory adjacency between the Wh element and the inflected verb, whatever its ultimate theoretical status (see different essays in Rizzi (2000) and much related work):

(52) * Che cosa, rapidamente, hanno fatto?

          ‘What, rapidly, did they do?’

A particularly clear indication of the peculiar distributional properties of preposed adverbs emerges with Wh elements not requiring inversion, such as perché in Italian (Rizzi 2001b): the preposed adverb can follow but cannot precede perché, while a topic can occur in both positions:

(53)a   Perché, improvvisamente, Gianni è tornato a casa?

            ‘Why, suddenly, Gianni went home?

       b * Improvvisamente, perché Gianni è tornato a casa?

             ‘Suddenly, why Gianni went home?

(54)a   Perché, il mio libro, Gianni lo ha portato via?

            ‘Why, my book, Gianni took it away?’

       b   Il mio libro, perché Gianni lo ha portato via?

             ‘My book, why Gianni took it away?

Again, the judgment on the deviance of cases like (51)b is delicate. Such examples  can improve to full acceptability in special contextual circumstances, i.e. if the adverb has been mentioned in the immediately preceding discourse:

(55) Gianni mi ha detto che hanno fatto alcune cose lentamente e altre rapidamente. Ora, io vorrei sapere: rapidamente, che cosa hanno fatto?

       ‘Gianni told me that they did some things slowly and others quickly. Now, I would like to know: quickly, what did they do?'

A natural interpretation of this state of affairs is the following. Only referential nominal expressions are natural topics, adverbs are not,  so they cannot naturally occupy topic positions. In normal discourse conditions they can only acquire salience by being preposed to special, dedicated adverbial positions in the left periphery, which have the distributional properties we have described. But even elements which are not natural topics can become topics in special contextual conditions, i.e. when they have been mentioned in the immediately previous discourse.  Under such conditions, a preposed adverbial can legitimately occupy a topic position, including the high (pre-operator) position of  (51)b.  Notice that the special discourse conditions licensing a preposed adverb in topic position are the same under which the preposed adverbs seem to be insensitive to the stringent locality conditions constraining adverbial syntax (cf. (40), (41)). Anticipating the discussion in the next sections, we can now see what the solution of this puzzle can be: under the special discourse conditions which license adverbs in topic positions, preposed adverbs will manifest the very loose locality conditions constraining  topic movement, rather than the rigid conditions proper of adverb movement.

Before reassessing the issue of locality on the basis of the new findings, let us conclude this section by observing two additional syntactic differences between topics and simple preposed adverbs.  One is that topics often determine island effects on (at least certain types of) A’ movement, while preposed adverbs do not. The effect induced by an intervening left dislocated phrase on the movement of a relative pronoun is very weak in Italian, but there is no detectable effect at all with an intervening  preposed adverb:

(56)a  ? Questo è il libro che, a Gianni, gli hanno portato ieri

              ‘This is the book that, to Gianni, they brought to him yesterday’

       b    Questo è il libro che, ieri, hanno portato a Gianni

             ‘This is the book that, yesterday, they brought to Gianni’

       c   Questa è la proposta che, rapidamente, tutti i deputati hanno accettato

             ‘This is the proposal that, quickly, all the representatives have accepted’

The difference may be sharper in other languages. A particularly sharp contrast between a topic and a preposed adverb is found in English in cases of subject extraction. If subject extraction takes place across a preposed adverb, a clear improvement of the that-t violation is detected, as in (57)b  (an “anti-adjacency” effect, on which see Rizzi (1997) and references quoted there).  If a topic intervenes, no detectable improvement is observed, as in (57)c:

(57)a * This is the man who I think that t will buy your house next year

       b    This is the man who I think that, next year, t will buy your house

       c * This is the man who I think that, your house, t will buy next year

       d    This is the man who I think that, frequently, t takes his holidays abroad

In conclusion: preposed adverbs can occupy at least three distinct structural positions in the left periphery. Normally, they occupy a dedicated position which is intonationally similar to a topic position, but differs from it in that the adverb position does not require a connection with the previous discourse context, cannot naturally precede Wh operators, does not give rise to any island effect, gives rise to anti-adjacency effects. FN11 In very special discourse contexts, i.e. when they have been mentioned in the immediately preceding discourse, preposed adverbs can also be moved to a genuine topic position, with the familiar characteristics of ordinary topics (can precede Wh operators, etc). And, on top of these two options, adverbial elements can also be moved to the initial focus position (see (35), (36), (37), etc.); in this case they behave like any other element moved to the left peripheral focus (contrastive interpretation, uniqueness, etc.: see Rizzi (1997) for discussion).

9. Revised Theory

We can now go back to the structure of the left periphery, and integrate into our fine structural representation the position targeted by simple (non-focal, non-topic) adverb preposing. Following the usual restrictive theory of syntactic positions, we assume that a phrasal slot can only arise as the Spec of a head licensing the position. As the left-peripheral position targeted by the adverb in simple preposing is neither topic nor focus, we need a third type of licensing head in the space sandwiched in between Force and Fin (with the observed distributional properties). We will call this head “Mod(ifier”), assuming modification to be the substantive relation between an adverb and the structure it relates to. We assume Cinque’s (1999) analysis of adverbial positions: each adverb is licensed in the Spec of a dedicated head, occurring in a given position of a universal hierarchy; so, a frequentative adverbs occurs as modifier in the Spec of a dedicated frequentative head, etc. On top of the whole hierarchy, we assume that the left periphery can contain dedicated Mod heads which can host adverbs as their specifiers; the functional motivation for such heads is that they make the moved adverb prominent, a property that left-peripheral Mod has in common with Top; it differs from Top, though, in not requiring a connection to the discourse context; and from Foc in not requiring the contrastive focal interpretation proper of the left-peripheral Foc position in Romance (see Rizzi (1997); of course the adverb can also move to the Spec of Foc; in that case it will receive the interpretation and intonational contour of a contrastive focus, as in (37)). 

So, a frequentative adverb can either remain in the Spec of its licensing IP-internal Mod head, or move to the Spec of the left peripheral Mod head, thus acquiring structural prominence. The alternation is somehow akin to the one available for a deep object in a passive structure in a Null Subject language: it may remain in its thematic position VP-internally (with the EPP presumably fulfilled by pro), or acquire structural prominence by moving to the IP-initial preverbal subject position. So,  (58)a is to (58)b what (59)a is to (59)b:

(58)a   E’ stato dato un premio al presidente

           ‘Was given a prize to the president’

      b   Un premio è stato dato al presidente

            ‘A prize was given to the president

(59)a   Gianni è improvvisamente tornato a casa

           ‘Gianni has suddenly come back home’

       b   Improvvisamente, Gianni è tornato a casa

            ‘Suddenly, Gianni has come back home’

In the terms of the system of Chomsky (2000), we may think that the relevant heads are endowed with an EPP feature, triggering the creation of a specifier and the attraction of an element (with which the relevant head has established and “agree” relation). We may now think that the interpretive import of an EPP feature is to make the element moved to the newly created specifier “prominent” , “salient”, “figure” (as opposed to “ground”, or whatever the right concept distinguishing a and b will turn out to be).

Going back to the position of left-peripheral Mod, we have seen that it is lower than the operator zone including different types of Wh operators. If this zone is (or starts at) the Focus layer,  we end up with the following fine structure of the C system (Int is the position in which higher Wh elements such as perché in Italian can occur: see Rizzi (2001b) for motivation).

(60)   Force   Top*  Int   Top*  Focus    Mod*   Top*   Fin    IP                 

At this point, we can go back to the classification of the structural positions, in view of improving on the definition of “same structural type” for locality. We focus on phrasal chains. Under binary branching, and the assumption that there is no phrasal adjunction, the only possible interveners in a phrasal chain are specifiers. Following standard practice, we continue to assume that specifiers are licensed by the substantive featural content of their heads (possibly through the mediation of the  EPP feature, a kind of meta-feature formally licensing specifiers, as in Chomsky (2000, 2001)).  So, the typology of specifiers is the typology of the licensing substantive features.  Consider the following typology:

(61)a    Argumental: person, number, gender, case

       b    Quantificational: Wh, Neg, measure, focus...

       c    Modifier: evaluative, epistemic, Neg, frequentative, celerative, measure, manner,....      

       d    Topic

The argumental features of (61)a are the traditional Phi features: they define the positions relevant for the argumental system, A-positions in the standard terminology. It is entirely conceivable that this class will require finer distinctions, but for the purposes of this paper we can stick to the traditional assumption that there is a unitary class of A-positions. On the other hand, we have seen that there are good reasons to split the class of A’ positions into subclasses. First of all, we want to isolate the features characterizing quantificational specifiers, as in (61)b: the features licensing interrogative and negative operators, and, within the class of adverbials, the features licensing measure or amount adverbials such as French beaucoup, etc.; following much work in syntax and semantics, we consider Focus a form of quantification (Rooth(1992), Rizzi (1997) and references quoted there).  Under the label “modifier” we include in (61)c all the features licensing adverbs, i.e. the whole of Cinque’s hierarchy, and the dedicated Mod positions in the left periphery which make adverbs “prominent”. Notice that there is a certain amount of cross-classification between the quantificational and the modifier class: quantificational adverbs and, we assume, negation belong to both classes. The assumption that negation is modificational is supported by the observation that in many languages negation is expressed by a special adverbial element (French pas, etc.). Topics seem to belong to none of the previous classes. They are not argumental (topic chains have none of the locality properties of argumental chains), nor quantificational (topic and focus sharply differ with respect to the syntactic tests for quantificational elements: Rizzi (1997)), nor modificational. So, we assume a distinct class including  topic constructions, such as  Clitic Left Dislocation in Romance. The typology in (61) then amounts to splittig the class of A’ positions into three classes: quantificational, modifier and topic. We can now revise the definition of “same structural type” for phrasal chains in the obvious way:

(62) “same structural type” = Spec licensed by features of same class in (61)

So, under (62), RM effects are expected to arise within the same feature class, but not across classes, much as in the phonological examples (10) and (11).

10.  Consequences.

We can now account for all the selective minimality effects observed in the previous sections.

Let us consider the different generalizations summarized in (42), repeated here for convenience:

 (42)A   Only certain types of adverbs, quantificational adverbs, affect Wh movement of an adjunct: (25)-(26).

Adverbs like beaucoup belong to both the modifier class and the quantificational class. As such they trigger minimality effects in adjunct Wh chains, a kind of quantificational chain. Pure modificational adverbs like attentivement  belong uniquely to the Mod class, so they do not have comparable effects on quantificational chains.

(42)B   All adverbs block simple preposing of an adverb to the left periphery (32)-(33)-(34).

Simple adverb preposing targets the dedicated Mod position in the left periphery. Any other Mod position, i.e., any other adverbial position  intervening in the path gives rise to a RM effect.

(42)C  This does not happen if the adverb targets a focus position: (35)-(36)-(37).

In cases of this sort, the adverb does not target Mod, but the ordinary focus position. Therefore, the intervention of an adverbial position is not relevant to block the focus chain, a quantificational chain. Schlyter’s observation is thus explained.

(42)D negation blocks both simple adverb preposing and preposing to a focus position: (38)-(39).

Negation belongs to both the quantificational class and the Modifier class. So, it blocks both simple preposing (a Mod chain) and preposing to focus (a quantificational chain). 

(42)E  But if the adverb has been mentioned in the immediately preceding discourse context, neither another adverb nor negation blocks preposing (40)-(41).

In fact, in this special kind of context, the adverb can be extracted across negation (63)a, across a higher adverb (63)b, across a Wh island (63)c, across a contrastive focus (63)d:

(63) Tutti speravano che il primo problema si potesse risolvere rapidamente, ma…

        ‘Everybody hoped that the first problem would be solved rapidly, but…

       a   Rapidamente, non lo abbiamo risolto

           ‘Rapidly, we didn’t solve it’

       b   Rapidamente, probabilmente non si può risolvere

            ‘Rapidly, probably one cannot solve it’

       c   Rapidamente, mi chiedo chi lo possa risolvere

            ‘Rapidly, I wonder who could solve it’

       d   Rapidamente, SOLO UN GENIO lo potrebbe risolvere

            ‘Rapidly, ONLY  A GENIUS could solve it’

Remember that we observed before that in this special context the preposed adverb shows a freer distribution than in simple preposing: it can in fact occupy ordinary topic positions (cf. (55) below). Our interpretation was that an adverbial is not a natural topic, so it cannot freely occupy topic positions, but it can function as a topic in case of mention in the immediately preceding discourse. This straightforwardly accounts for the lack of minimality effects in (63): as in this context the adverb can legitimately target a topic position, neither a quantificational nor a modificational element will give rise to a RM effect.

11. Topics are special.

If topics form a separate class from other A’ dependencies, we predict that we will not find locality interactions with other types of A’ dependencies. (63) shows that this is correct in one sense. We have already  seen before that the lack of minimality interactions is also observed in the other sense: topics also do not act as interveners on other kinds of A’ dependencies. The relevant paradigm is reproduced here:

(64)a  ? Non so a chi pensi che, tuo fratello, lo potremmo affidare

              ‘I don’t know to whom you think that, your brother, we could entrust’

      b  ? Non so come pensi che, tuo fratello, lo potremmo convincere

               ‘I don’t know how  you think that, your brother, we could convince him’

Wh extraction across a topic is slightly degraded in Italian (more severely in other languages), but with no manifestation of the argument/adjunct asymmetry which we have taken to be the earmark of RM effects. 

If topics form an autonomous class on a par with the other types of chain dependencies, as scheme  (61) suggests, we would expect intervening topics to give rise to minimality effects on topic chains.  The prediction is not borne out, though.  The following examples show that adverbial topics of different kinds appear to be freely extractable across other topics in Italian. 

(65)a Rapidamente, penso che, questo problema, non lo possiate risolvere

          ‘Rapidly, I think that, this problem, you could not solve it 

      b   In questo modo, credo che, il problema, lo risolverete senz’altro

             ‘In this way, I believe that the problem, you will solve it for sure

      c   In questo modo, credo che, senza troppe difficoltà, potreste risolvere il problema.

            ‘In this way, I believe that, without too many difficulties, you could solve the problem’

      d   L’anno prossimo, penso che, le elezioni, le vincerà un altro candidato

           ‘Next year, I think that, the elections, another candidate will win them’  

Let us then briefly explore possible ways of addressing these special properties of topics. One possibility would be to relate the lack of minimality effects to the recursion of topics. Remember that in Italian (and more generally, in Romance) it is possible to have any number of topics per clause:

(66)  L’anno prossimo, in questo modo, le elezioni, senza troppe difficoltà, a Gianni, potreste fargliele vincere

         ‘Next year, in this way, the elections, without trouble, (to) Gianni, you could make (to) him win them’

So, it is conceivable that, on its way to a higher topic position, a moving topic may find an intermediate landing site close enough to the intervening topic to circumvent the minimality effect via some notion of “equidistance”, in the sense of Chomsky (1993, 1995). FN12

This approach would predict that if a language lacks the possibility of allowing multiple topics per clause, then in this language intervening topics should give rise to minimality effects because no topic escape hatch could be provided through equidistance. For the moment, we are unable to find a fully convincing case to test this prediction.

There is a second, and more radical, way of interpreting the special character of topics. If we think of the members of the first three classes of table (61) as positively specified with respect to at least one of the defining feature +- Arg, +-Mod, +-Q, we may think of topics as defined in a purely negative way with respect to this system: topics are elements which are neither argumental, nor quantificational, nor modificational. This does not mean that topics have no properties at all, they certainly are defined by a number of interpretive properties, some of which (e.g. the connection to the discourse context) we have referred to in the previous discussion. But it could be that topics have none of the properties expressed by the feature system identifying major position types, which RM is sensitive to: i.e., they belong neither to the system of arguments, nor of quantification, nor of adverbial modification.. In this case, if RM effects are triggered by “sameness” of structural type expressed by a positive feature specification, topics would  be correctly excluded from the system of positions which exhibits  RM effects.  

12. Conclusions.

Core linguistic relations are local in the sense that they must be satisfied in the smallest structural environment in which they can be satisfied. So, local relations between two elements are blocked if a third element intervenes and this element has the potential of participating in the relevant relation. This is the core idea of Relativized Minimality. In order to implement it, we must identify the empirically correct notion of “sameness” of positions. Strict identity of featural specification seems to give rise to a system which is too liberal, one in which it is not possible to capture a variety of plausible minimality effects involving featurally distinct positions (negation and Wh, for instance). On the opposite side of the spectrum, the classical typology in terms of the A/A’ distinction is too strict, as we have observed  several cases in which an A’ chain can freely cross another A’ specifier (Wh can cross a non quantificational adverb, various types of A’ chains can cross a topic). So, the theory of locality needs a precise typology of structural positions. In the A’ system, the cartographic approach is instrumental to build such a typology. It provides direct evidence for differentiating the left-peripheral positions of topics, focus (and other operators), and the dedicated positions of left-peripheral adverbials.  This positional system is amenable to a typology of few featurally defined natural classes: argumental, quantificational, and modificational  elements. Relativized minimality effects are found within the same featural class but not across classes (a quantificational specifier acts as an intervener on a quantificational chain, but a pure modificational specifier does not, etc.). This accounts for the very selective locality patterns which have been uncovered in the domain of adverbial syntax. Topics appear to fall outside the observed typology. Topic chains are not affected by other A’ specifiers, and topics do not act as interveners in other A’ chains. This may be a consequence of “equidistance” in systems allowing multiple topics, or perhaps of a more radical difference between topics and the other types of A’ specifiers.

Footnotes.

1.  See Rizzi (1990) for the original representational formulation, and Chomsky (1995, 2000) for derivational formulations in terms of the Minimal Link Condition operating on Attract,  or locality operating on  Agree.  On certain differences between these approaches, see below. The present chapter refines and extends the approach in Rizzi (2001a).

2.  A c-commands B iff B is contained in the sister of A.

3.  The identity requirement is restricted here to identity of Phi features. As there is no full identity, we do not have reconstruction effects in this case.

4.  Notice that some configurational condition is at play, otherwise any linearly intervening verb would incorrectly block gapping:

(i) John wants to sell books, and Bill V to buy newspapers

Here sell, linearly intervening between wants and V, does not block gapping. Intuitively, this is so because sell is not itself in a position which could control gapping, presumably because the parallelism requirement is not met (see Fox (2000) for discussion of this requirement in other contexts). The formulation of intervention here cannot be expressed in terms of c-command, and seems to  require a sharper formulation of (4) according to which the intervener must structurally qualify as a potential participant in the process for which MC is calculated. We will omit this refinement here.

5.  In the reference quoted, the English example is compared to an infinitival construction introduced by a prepositional complementizer in West Flemish (Haegeman 1986), but in which the subject of the infinitive is not Case-dependent on the complementizer, as it presumably receives Case IP-internally. In this construction, adverb interpolation is possible, as predicted:

(i)   Mee (?gisteren) zie nie te kommen,... 

         'With yesterday she not to come,...

A more minimal pair is provided by Brazilian Portuguese (Figueiredo 1994, Mioto 1999): the subject of the infinitive may receive IP-internal nominative Case, or accusative assigned by the prepositional complementizer; only in the latter case is adverb interpolation forbidden:

(ii)a   Ela me deu o livro pra (amanha) eu ler       

          'She gave me the book for tomorrow I to read'

     b   Ela me deu o livro pra (*amanha) mim ler 

          'She gave me the book for tomorrow me to read'

6.   Here we leave the direction of c-command unspecified: if XP asymmetrically c-commands H we have the Spec-head relation, if symmetric c-command holds we have the head-complement relation, if the head asymmetrically c-commands the XP we have the head / Specifier of the complement relation. A specific feature in a particular language may take a specific value of c-command: for instance pro in Italian must asymmetrically c-command the licensing head, while pro in Old French must be asymmetrically c-commanded by the licensing head,  hence a null subject is only possible in post-V-2 environments, etc. This amounts, in essence, to the parametrization introduced in Koopman and Sportiche (1991) between agreement and government configuration for feature licensing, on which see also Roberts (1993). The parametrization is straightforwardly introduced in format (15) by imposing a particular direction in the C-command relation between H and XP for particular instances of K in particular languages.

Notice that a head can enter into a direct relation with the specifier of its complement, but not with the specifier of its specifier because of the violation of the c-command requirement (a head does not c-command the Spec of its Spec, nor vice versa). This appears to be correct:  there is exceptional Case marking with object sentences, but not with subject sentences, i.e., a nominative assigning inflection cannot assign nominative Case to the subject of its sentential subject. 

7.  M. Starke (p.c.) observes that also examples like (26)b are degraded to some extent, which suggests that some kind of RM effect may be operative in this case too; in the remainder of this discussion I will continue to assume that the fundamental fact to explain is the relatively more severe degradation observed in cases like (25), along the lines of Obenauer (1994) and Laenzlinger (1998)). See Starke (2001) for discussion of this issue.

8.  The topic construction in Gungbe may be closer to Romance Hanging Topic than Clitic Left Dislocation (Cinque 1990), a point which does not affect the basic argument in the text.

9.  Sentences like C  become possible when the topic is  given in context; the sentence sounds slightly redundant if the topic is the only element given in context  (in this case, the most natural answer is to simply pronominalize the element):

(i)A: Che cosa è successo all’autobus per Roma?

        ‘What happened to the bus to Rome?

    B: L’autobus per Roma, lo ha fermato la polizia stradale

         ‘The bus to Rome, stopped it the road police’

They become fully natural if the set of contextually given elements offers a choice, so that the mention of the topic is non-redundant:

(ii)A:   Che cosa è successo all’autobus per Roma e a quello per Milano?

           ‘What happened to the bus to Rome and to the one to Milan?’

     B:   Io so solo che, l’autobus per Roma, lo ha fermato la polizia stradale

            ‘I only know that, the bus to Rome, stopped it the road police’ 

10.   The felicitous character of sentences with preverbal subjects in “what happened”  contexts, as in (B), (D),  as opposed to the Clitic Left Dislocation construction (C), argues against a (complete) assimilation of preverbal subjects and topics, an assimilation often proposed for Null Subject Languages. So, if Clitic Left dislocated phrases properly express Topics, the interpretive distinction between an active and a passive sentence (as in (B)-(B’)) is not to be expressed in terms of the “topicality” of the logical object. Some finer distinction is needed.

11.  Another important property distinguishing simple adverb preposing from movement to a topic position is that the former is clause bound:

(i)a   Rapidamente, (*Gianni dice che) hanno risolto il problema

        ‘Rapidly, (Gianni says that) they solved the problem’

   b   Il problema, (Gianni dice che) lo hanno risolto rapidamente

        ‘The problem, (Gianni says that) they solved it rapidly’

Again, the long distance construal of the adverb becomes possible if a context is set up such that “rapidly” has been mentioned in the immediately preceding discourse:

(ii)A  C’e qualche problema che hanno risolto rapidamente?

      ‘Is there a problem that they solved rapidly?’

B   Rapidamente, Gianni dice che hanno risolto il primo problema, ma non gli altri

     ‘Rapidly, Gianni says that they solved the first problem, but not the others’

We will not address the issue of clause boundedness here. Let us simply note that perhaps any (overt or covert) element of the Cinque hierarchy occurring in the higher clause would determine a minimality effect on the chain of the extracted adverb.

12.  This would be expressible in a particularly straightforward way if different topics could attach as specifiers to a single Top head: then, all the specifiers dependent of the same head could be assumed to count as “equidistant” with respect of a higher probe.  
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